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Abstract - The frequency channelized receiver based
on hybrid filter bank is a promising receiver structure for
ultra-wideband (UWB) radio because of its relaxed circuit
requirements and robustness to narrowband interference.
Maximally decimated channelizer requires the fewest
number of ADCs, but it suffers from poor convergence
speed, making it ill-suited for UWB systems. By applying
cyclic prefix (CP) to the transmitted data, the channelizer
and the propagation channel can be decomposed as a cas-
cade of three fixed DFT related matrices and two diagonal
matrices. This decomposition allows the rapidly varying
propagation channel and the slowly varying channelizer to
be updated at vastly different rates. An adaptive algorithm
based on minimizing the data block mean squared error
(MSE) of the cascaded equalizers is also proposed. The
performance is comparable to an ideal full band receiver
after initial convergence.

1  INTRODUCTION
UWB system is characterized by its wide signal

bandwidth of generally several gigahertz. Since digitiz-
ing such a wideband signal at least at the signal Nyquist
rate is difficult using a single ADC, parallel ADCs need
to be employed. Maximally decimated frequency chan-
nelized receivers based on hybrid filter banks (Fig. 1)
achieve an effective sampling frequency that is M times
the ADC sampling frequency, where M is the number of
parallel ADCs [1]. Among the advantages of the fre-
quency channelized receiver compared to the more con-
ventional time channelized (i.e., time-interleaved ADC)
receiver are the ease of designing the sample/hold cir-
cuitries, greater robustness to jitter/phase noise, and
reduced ADC dynamic range requirements.

The uncertainties in the analog analysis filters and
the time varying nature of the propagation channels
necessitate adaptive methods in practical frequency
channelized receivers. Adaptive synthesis filters can be
employed but the drawbacks are slow convergence
speed and large computational load [2][3]. Although the

analog analysis filters drift slowly and can be modeled
as being approximately constant, fast adaptive filter
banks are required to quickly track variations in the
propagation channel. Consequently, the slow conver-
gence speed of the existing adaptive maximally deci-
mated filter bank techniques are ill-suited in UWB
systems.

To improve the convergence speed, our UWB
transmitter sends blocks of data each with cyclic prefix
(CP). The CP limits the matrix form of the propagation
channel to a circulant matrix (CM) subspace instead of
the space for all possible channel models [4]. The CM
subspace matrices can be decomposed into the multipli-
cation of two fixed DFT/IDFT matrices and a diagonal
matrix, which can be compensated by a set of one-tap
equalizers. Examples of communication systems that
exploit the structural properties of the CM are cyclic
prefixed single carrier (CP-SC) and orthogonal fre-
quency division multiplexing (OFDM).

By appending the CP, the propagation channel and
the frequency channelizer together can be modeled as a
block circulant matrix (BCM). In the BCM subspace, all
matrices can be decomposed into two fixed DFT related
matrices and a block diagonal matrix [5]. Because the
impulse response of the subband filters are modulated
versions of a prototype filter, the BCM corresponding to
the combined responses of the propagation channel and
the channelizer can be further decomposed into three
fixed DFT related matrices and two diagonal matrices.
The diagonal matrix corresponding to the channelizer
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equalizer is adapted as a set of one-tap equalizers. The
diagonal matrix corresponding to the propagation chan-
nel is adapted as a set of two-tap equalizers since the
sampling rate is assumed to be twice the symbol rate.
Two-tap equalizers are also needed in a full band
receiver if fractionally spaced equalizers are employed
to achieve high performance [6]. Detection can then be
achieved by adapting the cascaded equalizers and per-
forming several DFT/IDFT related operations.

Based on the minimum mean squared error (MSE)
criterion, an adaptive algorithm is derived by taking
advantage of the BCM structure. All constant matrices
in the adaptive algorithm can be efficiently realized
using FFT/IFFT as they are all related to the DFT/IDFT
operation. Since the receiver can adaptively compensate
the propagation channel and the channelizer separately,
each of which vary at vastly different rates, the one-tap
equalizers for the frequency channelizer can be fixed or
updated very slowly to track variations in the analog
analysis filters after initial convergence. The adaptive
receiver then operates as if its input is from an ideal sin-
gle ADC, resulting in fast tracking to channel variations
as in a CP-SC system.

The paper is organized as follows. Section 2
describes the BCM model for the channelizer. Section 3
presents the adaptive algorithm. Simulation and conclu-
sions are provided in sections 4 and 5, respectively.

2  FREQUENCY CHANNELIZER MODEL
A block of received UWB signal  carrying K

symbols (excluding CP) is 

(1)

where ak is the kth transmitted antipodal symbol, T is the
symbol period,  is the received signal pulse, and

 is the additive white Gaussian noise (AWGN). 

2.1  Modulated Filters
The maximally decimated frequency channelizer

with Ms subbands is shown in Fig. 1. A set of Ms equally
spaced mixers  ( , fs = 1/Ts)
downconverts the received signal r(t). Each of the Ms
downconverted signals is passed through a low pass fil-
ter  and digitized using an ADC operating at the
sampling rate of 1/Ts. The effective sampling frequency
of the receiver is 1/Te, which is related to the ADC sam-
pling frequency 1/Ts by Te = Ts/Μ, where

. Also we assume the effective sampling
frequency is twice the data rate, i.e., Te = T/2.

The mth subband sampled signal is

(2)

where  is the initial phase of the mixer,  denotes
convolution, , and .
We assume for simplicity that the mixers are designed
so that , although the
proposed reception approach can be readily modified to
account for the more general case with arbitrary initial
phase values.

The discrete equivalent model is shown in Fig. 2.
ADCs are replaced by downsamplers with rate M.

,  are modulated versions of
the lowpass prototype filter , i.e., 

(3)
The Ms subbands only cover part of the discrete

spectrum between 0 and . To form a complete repre-
sentation of the received signal, the remaining spectrum
is obtained by conjugating all the subband signals
except for the zeroth subband. Thus, for subbands

, the conjugate samples are
 and the filters are still described

by (3). We will subsequently use M subbands instead of
 subbands to be consistent with discrete filter bank

systems.

The subband samples at time (N-1)Ts can be repre-
sented as a vector x[N-1] = [x0[N-1], ..., xM-1[N-1]]T,
where T denotes transpose. Denoting the received signal
in vector form as , 

(4)

where  ( ) are  matrices.
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Fig. 2   Discrete equivalent model.
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(5)

From (3), each row of  is a modulated version
of its first row. Hence,  can be decomposed as

(6)
where  and

(7)

(8)
diag( ) denotes forming a diagonal matrix.

2.2  Block Circulant Matrix Representation
To achieve faster adaptive performance in the fre-

quency channelized receiver, CP is appended at the
beginning of each transmitted signal block. After
removing the samples corresponding to the CP at the
receiver, N samples are collected in each subband. Since
the effective sampling frequency is twice the data rate
and each block includes K data symbols, we assume

. The subband sample vector x is represented
by the multiplication of a BCM H and the received sig-
nal vector r, i.e., 

(9)

Using the results on BCM from [5], H can be
expressed as

(10)
where diag( ) denotes forming a block diagonal matrix.
In  (10 ) ,  ,  ,

.  is an  identity matrix.
 is related to  by DFT operations

(11)

Defining matrices  and C as
(12)

(13)

and substituting (6) into (11), the BCM matrix H given
in (10) is

(14)
When CP is employed, it is well known that the

propagation channel  can be modeled as
a circulant matrix P. Consequently, P can be decom-
posed as

(15)
where  is a diagonal matrix and

 is a DFT matrix.
Denoting vectors a = [a0, a1, ..., aK-1]T, s = [a0, 0,

a1, 0, ..., 0, aK-1, 0]T, and ,
where v[n] = v(nTe), the received signal r can be repre-
sented as

(16)
From (9) and (16), the sampled signal is

(17)
s can be estimated by multiplying x with . The
inversion is readily obtained by substituting P and H
with (15) and (14), respectively. To avoid noise
enhancement,  and  are replaced with diagonal
matrix equalizers  and , respectively. The super-
script H denotes conjugate transpose. The estimate of s
is 

(18)
The transmitted data a can be recovered by drop-

ping the even rows of . Defining
, (k, n = 0,..., MN/2-1) and

, where  and  are
 diagonal matrices, the estimate of a

is obtained from (18) as 

(19)
Matrices in the bracket denote fractionally spaced
equalizers [6], which are summation of two one-tap
equalizers.
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3  ADAPTIVE ALGORITHM
Adapting the equalizer structure in (19) is not

straightforward because the equalizers are cascaded. An
adaptive algorithm for the cascaded equalizers is
derived to minimize the MSE of a transmission block. 

The recovered signal error is defined as
. The MSE of a block of signals is the

expectation of . Since expectations are typically
obtained by instantaneous estimations as in the LMS
algorithm, the derivation is directly based on the
squared error .

According to the method of steepest descent, the
two equalizers can be updated with the corresponding
gradients. Denote the diagonal elements of the equalizer

 and  as column vectors  and , respectively.
The gradient vectors are defined as

(20)

The results are

(21)

(22)
where  denotes the inner product operation, i.e., ele-
ment-wise multiplication.  and  are inputs to the
equalizer  and , respectively.  and  are the
corresponding output error. They are expressed as 

(23)

(24)

(25)

(26)

The gradients can be applied to the adaptive algo-
rithms by introducing data block index  as the itera-
tion index. By appending  to all the signals (e.g.

, etc.), the adaptive equations
are

(27)

(28)
The adaptive structure is shown in Fig. 5.

The cascaded equalizer structure enables the
receiver to track the variations in the propagation chan-
nel and the channelizer at different speeds, each of
which vary at vastly different rates. After the initial con-
vergence of , which is achieved after turning on the

receiver, the receiver basically adapts only equalizer
, resulting in tracking performance comparable to an

ideal full band receiver for CP-SC system.

4  SIMULATION RESULTS
The transmitted data is modulated by a raised

cosine pulse with roll off factor 0.8. The symbol period
is 0.5ns. The effective sampling rate is 2 samples per
symbol. The UWB channel model is CM1 model pro-
posed by IEEE P802.15 working group. 

The receiver is composed of Ms=4 subbands so
that the effective sampling rate is 7 times the subband
ADC sampling rate. The analog prototype filter is the
fourth order Butterworth lowpass filter whose cutoff fre-
quency is half of the ADC sampling frequency. Since
most of the multipath energy is within the first 20ns, the
CP period is selected to be approximately 20ns. Each
data block includes 224 information bits and 42 CP bits.
In this section, a full band receiver with same data for-
mat is used for comparison. The full band receiver is an
ideal CP-SC receiver that samples the received signal
with a single ADC and performs equalization with frac-
tional spaced equalizers. The signal energy is

, and the noise power  is the
variance of .

The convergence speeds are compared for two
cases: a full band receiver and a channelized receiver
with converged channelizer equalizer, where the chan-
nelizer equalizer  has already converged based on 5
different propagation channels. The MSE learning
curves of the detected symbols when 
are given in Fig. 3. The convergence speed of the chan-
nelized receiver is comparable to that of the full band
receiver. 
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The bit error rate (BER) is calculated after the ini-
tial channelizer equalizer convergence (Fig. 4). BER
performance is simulated for a packet of 200 blocks
when the first 1 and 10 blocks are used for training. In
the channelized receiver, the step-sizes are set to 0.1 for
the propagation channel equalizer and 0.01 for the chan-
nelizer equalizer. In the full band receiver, the step size
is set to 0.1. The channelized receiver performance is
similar to that of the full band receiver especially when

 is low to moderate.

5  CONCLUSIONS
A computationally efficient and fast convergence

adaptive algorithm for UWB channelized receivers is
proposed. By applying CP to the transmitted data, the
received channelized signal can be modeled as a BCM.

By exploiting the modulation relations among the chan-
nelization filters, the effect of the propagation channel
and the channelizer can be separately equalized. After
initial convergence of the channelizer equalizer, the
BER performance of the channelized receiver is compa-
rable to an ideal full band receiver. 
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