An Oversampled Channelized UWB Receiver with Transmitted Reference Modulation

Lei Feng, Student Member, IEEE, Won Namgoong, Member, IEEE

Abstract—To digitize the ultra-wideband (UWB) signal at its Nyquist rate, a frequency channelized receiver for UWB radio based on hybrid filter banks (HFB) is presented. Among the challenges of such receivers are the uncertainties of the analog analysis filters and the slow convergence speed. To overcome these problems, a channelized receiver operating at slightly above the critically sampling rate is presented. The proposed receiver, which is designed for use in transmitted reference (TR) systems, combines the synthesis filters and the matched filter so that the joint response of the analysis filter and the propagation channel can be estimated independently in each subband. When the input noise is colored or a narrowband interference (NBI) is present, the weighting in each subband can be adaptively adjusted so to approximate the noise whitening and matched filtering operation for near optimal detection. The adaptive performance of the proposed receiver is slightly better than an ideal full-band receiver when the input noise is white and significantly better when a NBI is present. The effect of the automatic gain controller (AGC) and the analog-to-digital converter (ADC) are also considered. The proposed receiver with 3-bit ADC seems sufficient to achieve performance comparable to an infinite bit channelized receiver even in the presence of large NBI.

Index Terms—Ultra-wideband, transmitted reference, channelized receiver, hybrid filter bank, analog-to-digital converter, narrowband interference.

I. INTRODUCTION

A MAJOR challenge in ultra-wideband (UWB) communication is achieving accurate channel estimation. Transmitted reference (TR) modulation schemes have been proposed because of the ease of channel estimation in a dense multipath environment [1]. In the standard TR system, a reference pulse is transmitted before each data-modulated pulse to simplify the estimation of the multipath channel response. At the receiver, the transmitted data is detected by delaying the received reference pulse then correlating with the data-modulated pulse.

Although the UWB TR receiver structure with a delay element seems simple at first glance, an integrated low-power receiver is difficult to implement in practice. The primary challenge is in realizing the extremely wide-band analog delay element that is used in TR systems. A continuous-time wide-band delay element requires a filter response whose group delay is constant over the frequency band of interest, which can be in excess of a gigahertz in UWB systems. Such circuits are difficult to implement, especially considering the large delay (and fine resolution) that would be required in TR systems. Furthermore, improved TR systems such as [2][3] require additional delay capability, making an integrated UWB TR receiver even more difficult.

To avoid the use of an analog delay element and to achieve high performance, the UWB TR receiver needs to digitize the UWB signal at least at the signal Nyquist rate (usually several gigahertz) so that all of the receiver functions can be performed digitally. Digital operations can be performed very efficiently in modern scaled CMOS technology. The primary implementation challenge is designing the high-speed ADC. Since designing a single ADC to operate at the required sampling frequencies (of, for example, several GSamples/sec) is difficult, parallel ADC architectures with each ADC operating at a fraction of the effective sampling frequency need to be employed [4][5].

To sample at a fraction of the effective sampling frequency, a frequency channelized receiver based on hybrid filter banks (HFB) (i.e., continuous-time analysis filters and discrete-time synthesis filters) has been proposed in [6]. Among the advantages of the frequency channelized receiver compared to the more conventional time channelized (i.e., time-interleaved ADC) receivers are the ease of designing the sample/hold circuitries, greater robustness to jitter/phase noise, and reduced ADC dynamic range requirements [6].

In the frequency channelized receiver, signal detection can be achieved by first reconstructing the channelized signal then processing the sampled full-band signal as in the conventional receiver. Design of perfect reconstruction (PR) or approximately PR HFBs have been explored [7][8]. A potential problem with this approach is that designing the digital synthesis filters requires accurate knowledge of the transfer functions of the analog analysis filters, which may be unavailable in practice because of the variations resulting from temperature and fabrication process uncertainties.

The distortion caused by the propagation channel and the analysis filters can be compensated by employing adaptive synthesis filters to recover the transmitted signals. The primary drawback is the slow convergence speed as shown in [9] and [10]. Oversampled filter banks have also been proposed to achieve faster convergence [11]. The convergence speed, however, is still not sufficiently fast in time-varying UWB channels.

In this paper, we propose an oversampled channelized UWB receiver that outperforms the ideal full-band TR receiver, especially in the presence of narrowband interference (NBI). Instead of determining the synthesis filters that reconstruct the received full-band signal waveform, which suffers from slow convergence, the proposed receiver performs signal detection
by estimating the combined responses of the analysis filter and the propagation channel. If the analysis filters are designed to satisfy the power complementary condition, which can be achieved as described in a later section, the PR synthesis filters are the time-reversed complex conjugates of the analysis filters [12]. Since the matched filter is also the time-reversed complex conjugate of the propagation channel, the matched filter and the synthesis filter can be combined and the estimate of the pulse response for detection can be obtained in a TR system by simply averaging the reference pulses in each of the subband channels, assuming that the pulse spacing is larger than the delay spread. Analysis shows that the oversampled channelized receiver outperforms the full-band receiver when the additive noise is white.

In addition to the additive white noise, the proposed oversampled channelized receiver effectively handles colored noise and NBI unlike in the standard full-band TR receiver. When the additive noise is colored or a NBI is present, optimal detection is achieved by noise whitening then matched filtering the received signal. The proposed oversampled channelized receiver can be made to adaptively approximate the optimal detection process by appropriately combining the subband correlation values. The detection process also considers the effect of the AGCs, which are applied in each subband channel in practice so that the full dynamic range of each ADC is used. The proposed channelized receiver achieves significantly higher performance than a full-band receiver because of its ability to isolate the effects of the NBI.

This paper is organized as follows. Section II introduces the system model. Section III presents the proposed receiver structure based on the PR filter bank. In Section IV, the estimation and detection performance is analyzed. AGC, ADC and NBI effects are considered in Section V. Simulation results are provided in Section VI and conclusions are drawn in Section VII.

II. SYSTEM MODEL

The UWB signal is a time-hopping pulse train. To simplify the problem, we assume that the pulses are transmitted in fixed time intervals and that the interval is sufficiently large to prevent interference between consecutive pulses. Assuming a block of \( N_b \) pulses are transmitted, the received UWB signal \( r(t) \) is

\[
r(t) = \sum_{k=0}^{N_b-1} a_k s(t-kT) + v(t)
\]

where \( a_k \) is the \( k \)th transmitted antipodal symbol, \( T \) is the time interval between consecutive pulses, \( s(t) \) is the received signal pulse response, and \( v(t) \) is the additive white Gaussian noise (AWGN). In each transmission block, we assume that the first \( N_r \) pulses are reference pulses and are not data modulated, i.e., \( a_k = 1 \) for \( 0 \leq k < N_r \). The remaining pulses are data pulses.

Optimal receivers for TR systems based on the generalized likelihood ratio test are described in [2][13]. Since optimal receivers suffer from high complexity, we only consider the crosscorrelation TR receivers. In particular, we focus on the averaged TR receiver [2], which operates by averaging the \( N_r \) reference pulses to improve the pulse response estimate, and then correlate this estimate with data pulses for detection. The averaged TR receiver is shown in [2] to achieve performance comparable to the optimal TR receiver.

The analog front-end of the frequency channelized receiver with a PR filter bank is shown in Fig. 1. The received signal \( r(t) \) is passed through a bank of continuous-time analysis filters \( \{H_m^a(\omega)\} \) with \( m \in \{0,1,\ldots,M-1\} \), sampled and digitized by the ADC at a rate of \( 1/T_s \), upsampled by \( \gamma \), filtered by the synthesis filters \( \{F_m(\omega)\} \), then summed to reconstruct the received signal. The effective sampling frequency of the HFB is \( 1/T_e \) and is related to the ADC sampling frequency \( 1/T_s \) by \( \gamma \) (i.e., \( T_e = T_s/\gamma \)) and to the pulse interval \( T \) by \( N \) (i.e., \( T_e = T/N \)).

Assuming that \( \{H_m^a(\omega)\} \) and \( \{F_m(\omega)\} \) achieve PR, the reconstructed signal \( r[n] \) is ideally correlated with the sampled pulse response \( s[n] = s(nT_e) \) then passed through a slicer for detection. In the TR system, an estimate of \( s[n] \) is used for correlation and is obtained by averaging the reference pulses. Although the PR assumption is made for deriving the HFB receiver, the PR filters are not implemented as described in the following section.

The \( k \)th sample of the \( m \)th subband channel in the \( k \)th pulse is

\[
x_{k,m}[l] = \int_{-\infty}^{\infty} h_m^a(kT + lT_s - \tau)r(\tau)d\tau
\]

where \( h_m^a(t) \) is the impulse response of the \( m \)th analysis filter \( H_m^a(\omega) \). To obtain the discrete equivalent model of the frequency channelized receiver in Fig. 1, which is subsequently used for simulation and analysis, the received signal \( r(t) \) is sampled at \( \kappa/T_e \), where \( \kappa \) is a positive integer. Since \( \{H_m^a(\omega)\} \) and \( r(t) \) are bandlimited, the discrete model is accurate for sufficiently large \( \kappa \). Although \( \kappa = 4 \) is used when simulating for accuracy, we assume \( \kappa = 1 \) for simplicity when analyzing the frequency channelized receiver. This is a reasonable assumption since \( \{H_m^a(\omega)\} \) and \( r(t) \) are approximately bandlimited within \( 1/(2T_e) \). Applying the equivalence theorem of digital and analog signal processing [14], (2) becomes

\[
x_{k,m}[l] = T_e \sum_{n=-\infty}^{\infty} h_m^a(kT + lT_s - nT_e)r(nT_e)
\]

\[
= \sum_{n=-\infty}^{\infty} h_m[kN + l\gamma - n]r[n]
\]
where \( h_m[n] = T_c h_m^n(nT_c) \) and

\[
\begin{align*}
    r[n] &= \sum_{k=0}^{N_h-1} a_k s(n T_c - kT) + v[n] \\
    v[n] &= \text{AWGN with a power spectrum density (PSD) that corresponds to that of } v(t).
\end{align*}
\]  

In (4), \( v[n] \) is the AWGN with a power spectrum density (PSD) that corresponds to that of \( v(t) \).

Fig. 2 shows the equivalent discrete model of Fig. 1 with the correlation operation pushed to before the subband summation operation. In the equivalent model, the continuous-time analysis filter \( H_m^\text{eq}(\omega) \) is replaced by a discrete-time filter \( H_m(\omega) \), whose impulse response is \( h_m[n] \). To form a complete representation of the received signal, \( M = 2M_s - 1 \) subbands between 0 and \( 2\pi \) are needed because the discrete spectrum covered by the \( M_s \) subbands is mainly between 0 and \( \pi \). Since the received signal is assumed to be real, the remaining spectrum is covered by conjugating signals in the 1st to \( (M_s - 1) \)th subbands. We subsequently refer to these subbands as virtual subbands as they are not actually implemented but are used to simplify the analysis. For subbands \( m = M_s, \ldots, 2M_s - 2 \), the conjugate samples and the corresponding analysis filters are

\[
\begin{align*}
    x_m[l] &= x_{M-m}[l] \\
    h_m[n] &= h_{M-m}[n]
\end{align*}
\]

We will subsequently use \( M \) subbands instead of \( M_s \) subbands to be consistent with discrete filter bank systems.

Substituting \( r[n] \) in (3) with (4), the ADC output in the \( m \)th subband channel of the \( k \)th pulse can be written as

\[
x_{k,m}[l] = a_k s_m[l] + v_{k,m}[l]
\]

where

\[
\begin{align*}
    s_m[l] &= \sum_n h_m[\gamma l - n] s[n] \\
    v_{k,m}[l] &= \sum_n h_m[\gamma l - n] v[n + kN]
\end{align*}
\]

After some straightforward mathematical manipulations, the subband correlation output \( y_{k,m} \) can be shown to be

\[
y_{k,m} = \sum_l x_{k,m}[l] \left( \sum_n f_m[n - \gamma l] s[n] \right)
\]

where \( f_m[n] \) is the impulse response of \( F_m(\omega) \). The input to the slicer is the summation of all the outputs of the equivalent subband channels, i.e.,

\[
y_k = \sum_{m=0}^{M-1} y_{k,m}
\]

(10) and (11) suggest that detection in a frequency channelized receiver can be achieved at the ADC sampling rate by appropriately correlating the ADC output then summing. Since no upsampling operation is needed after the ADC, all of the receiver functions are performed at the ADC sampling rate. The reduced operating frequency in the proposed receiver, therefore, relaxes the requirements on the digital circuitry.

III. THE PROPOSED RECEIVER

TR detection in the HFB receiver described in the previous section assumes that the PR conditions are satisfied. The PR conditions for \( \{F_m(\omega)\} \) and \( \{H_m(\omega)\} \) are:

\[
\sum_{m=0}^{M-1} H_m(\omega) F_m(\omega) = \gamma
\]

\[
\sum_{m=0}^{M-1} H_m(\omega - 2\pi\beta/\gamma) F_m(\omega) = 0
\]

for \( \beta = 1, \ldots, \gamma - 1 \) and all \( \omega \). In practice, satisfying the PR condition is difficult because of the uncertainties in the transfer function of the analog analysis filter \( H_m(\omega) \). In this section, we describe how detection can be achieved in the HFB receiver for TR systems.

A. TR Detection and signal estimation

If \( \{F_m(\omega)\} \) is designed to be

\[
f_m[n] = \hat{h}_m[n] s_m[n]
\]

the PR conditions then become

\[
\sum_{m=0}^{M-1} |H_m(\omega)|^2 = \gamma
\]

\[
\sum_{m=0}^{M-1} H_m(\omega - 2\pi\beta/\gamma) H_m^*(\omega) = 0
\]

The first PR condition given in (15) can be satisfied by designing to be power complementary. The second PR condition given in (16) can be satisfied by operating the HFB slightly above the critically sampling rate. The method for achieving both of these conditions is described in the following subsection. By designing \( F_m(\omega) \) as in (14), the subband correlation output \( y_{k,m} \) given in (10) becomes

\[
y_{k,m} = \sum_l (a_k s_m[l] + v_{k,m}[l]) s_m^*[l]
\]

From (17), the advantage of designing \( F_m(\omega) \) as in (14) becomes clear. The task of determining the correlator (for the averaged TR system) is to simply estimate the subband
pulse response $s_m[l]$ based on the corresponding ADC samples $x_{k,m}[l]$. This estimation can be readily obtained in TR systems by simply averaging the $N_r$ reference pulses, i.e.,

$$\hat{s}_m[l] = \frac{1}{N_r} \sum_{k=0}^{N_r-1} x_{k,m}[l].$$

A more intuitive explanation of the estimation and detection approach described above can be given as follows. If the analysis filters are designed to satisfy the power complementary condition while being sufficiently oversampled to satisfy the aliasing condition in (16), the PR synthesis filters are the time-reversed complex conjugates of the analysis filters [12]. Since the matched filter is also the time-reversed complex conjugate of the propagation channel, the matched filter and the synthesis filter can be combined and the estimate of the pulse response for detection can be obtained by simply averaging the combined responses of the propagation channel and the analysis filters.

#### B. Subband filters

Instead of using a bank of bandpass filters for $\{H_m(\omega)\}$, the frequency channelization can be achieved by employing a bank of complex mixers and lowpass filters [12]. The advantages of this channelization scheme are two-fold: the design of sharp bandpass filters centered at high frequencies, which are difficult to realize, is avoided; the ADC sample/hold circuitries are relaxed, since the ADC only sees the bandwidth of the lowpass filter.

The $m$th subband channel employing such channelization approach is shown in Fig. 3(a). The mixer downconversion frequency of the $m$th subband channel is $mf_a$, and the lowpass filter, which is the same for all subband channels, is $G(\omega)$. To remove the dependency on the analog filter $G(\omega)$, a digital filter $W(\omega)$ is introduced. The effect of $W(\omega)$ on the transfer function of the analysis filter is best understood by pushing to before the decimator and pushing the mixer to after the filters as shown in Fig. 3(b). In this equivalent model, $G_m(\omega) = G(\omega - m\omega_a T_c)$ and $W_m(\omega) = W(\gamma \omega - m\omega_a T_c)$, where $\omega_a = 2\pi f_a$. The analysis filter can now be viewed as being

$$H_m(\omega) = G_m(\omega) W_m(\omega)$$

The mixer after the decimator can be absorbed by the correlator.

$$r[n] \quad G(\omega) \quad \Downarrow \quad W(\omega) \quad \Downarrow \quad \sum y_{k,m}$$

$$e^{-j2\pi mf_a T_c \nu} \quad s_{k,m}^*[l]$$

(a)

$$r[n] \quad G_m(\omega) \quad \Downarrow \quad W_m(\omega) \quad \Downarrow \quad \sum y_{k,m}$$

$$e^{-j2\pi mf_a T_c \gamma l} \quad s_{k,m}^*[l]$$

(b)

Fig. 3. (a) Frequency channelization using mixers and lowpass filters; (b) An equivalent model of (a).

$W(\gamma \omega)$ consists of multiple images due to upsampling.

$$W(\gamma \omega) = \sum_{p=0}^{\gamma-1} W_p \left( \omega - \frac{2\pi p}{\gamma} \right)$$

(19)

where $W_p(\omega)$ is a lowpass filter. Since we are interested in $W_p(\omega)$ only, $G(\omega)$ is designed to be sharp enough to eliminate the images as shown in Fig. 4. The analysis filter can now be viewed as being

$$H_m(\omega) = G_m(\omega) W_p(\omega - m\omega_a T_c)$$

(20)

To satisfy the second PR condition given in (16), the filter bank should be sufficiently oversampled and $H_m(\omega)$ made adequately sharp to remove all of its spectral images. This is equivalent to designing $W_p(\omega)$ so that the overlap between its images is negligible. Once $W_p(\omega)$ is designed, $W(\omega)$ can be obtained by decimation.

In this channelization approach, the first PR condition given in (12) and (15) is

$$\sum_{m=0}^{M-1} |G_m(\omega)|^2 |W_p(\omega - m\omega_a T_c)|^2 = \gamma$$

(21)

To remove the uncertainty in $G_m(\omega)$, we require that only the magnitude of $G_m(\omega)$ be flat within the passband of $W_p(\omega - m\omega_a T_c)$. The phase of $G_m(\omega)$, which is often difficult to control, can be arbitrary. The PR condition then becomes a function of only the digital filter $W_p(\omega)$, which can be accurately controlled, i.e.,

$$\sum_{m=0}^{M-1} |W_p(\omega - m\omega_a T_c)|^2 = \gamma$$

(22)

#### C. The Proposed Channelized Receiver

The proposed channelized receiver is shown in Fig. 5. As described in the previous subsection, the analysis filters are realized by a bank of equally spaced mixers and identical lowpass filters $G(\omega)$. A digital filter $W(\omega)$ is also included to control the transfer function of the analysis filters. Since the received signal $r(t)$ is real, the filter banks operate only on the positive frequency spectrum except for the zeroth subband channel, which operates on both the positive and the negative frequencies. Signal detection, therefore, is performed after scaling the output of the nonzero subband channels by two and taking the real part of the summation.

The proposed oversampled TR HFB receiver detects the received signal by correlating the ADC output $x_{k,m}[l]$ by $s_{m}^*[l]$. 

$$r[n] \quad \Downarrow \quad G(\omega) \quad \Downarrow \quad W(\omega) \quad \Downarrow \quad \sum y_{k,m}$$

$$e^{-j2\pi mf_a T_c \nu} \quad s_{k,m}^*[l]$$

(a)

$$r[n] \quad G_m(\omega) \quad \Downarrow \quad W_m(\omega) \quad \Downarrow \quad \sum y_{k,m}$$

$$e^{-j2\pi mf_a T_c \gamma l} \quad s_{k,m}^*[l]$$

(b)

Fig. 4. Filter images in the equivalent model.

To satisfy the second PR condition given in (16), the filter bank should be sufficiently oversampled and $H_m(\omega)$ made adequately sharp to remove all of its spectral images. This is equivalent to designing $W_p(\omega)$ so that the overlap between its images is negligible. Once $W_p(\omega)$ is designed, $W(\omega)$ can be obtained by decimation.

In this channelization approach, the first PR condition given in (12) and (15) is

$$\sum_{m=0}^{M-1} |G_m(\omega)|^2 |W_p(\omega - m\omega_a T_c)|^2 = \gamma$$

(21)

To remove the uncertainty in $G_m(\omega)$, we require that only the magnitude of $G_m(\omega)$ be flat within the passband of $W_p(\omega - m\omega_a T_c)$. The phase of $G_m(\omega)$, which is often difficult to control, can be arbitrary. The PR condition then becomes a function of only the digital filter $W_p(\omega)$, which can be accurately controlled, i.e.,

$$\sum_{m=0}^{M-1} |W_p(\omega - m\omega_a T_c)|^2 = \gamma$$

(22)

The mixer after the decimator can be absorbed by the correlator.
as described in (17). In practice, however, \( s_m[l] \) is unknown at the receiver and must be estimated based on \( N_r \) reference pulses, i.e., \( x_{k,m}[l] \) for \( 0 \leq k < N_r \). As stated earlier, the estimation in TR system can be achieved by simply averaging the reference pulses.

**IV. SUBBAND ESTIMATION AND DETECTION**

In this section, we compare the performance of a TR HFB receiver with that of a full-band receiver. In the TR system, \( N_r \) reference pulses at the beginning of each block are used to estimate the pulse response, which is then used to decode the remaining data symbols by correlating the estimate with the data pulses.

**A. Full-Band Receiver**

Assuming \( N_s \) samples are collected at a rate of \( 1/T_c \) for each pulse, the received \( k \)th pulse can be represented in vector form as

\[
r_k = a_k s + v_k
\]

where \( v_k \) is zero mean white noise with covariance matrix \( \sigma^2 I \) and \( I \) is an identity matrix. \( \hat{s} \), the estimation of the pulse response, is obtained by averaging the received samples of the first \( N_r \) reference pulses:

\[
\hat{s} = \frac{1}{N_r} \sum_{k'=0}^{N_r-1} r_{k'} = s + \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k'}
\]

Correlating the received data pulse \( r_k \), where \( k \geq N_r \), with \( \hat{s}^H \), the resulting input to the slicer is

\[
y_{k}^{\text{full}} = \hat{s}^H r_k = \left( s^H + \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k'}^H \right) (a_k s + v_k)
\]

\[
= a_k s^H s + s^H v_k + a_k \left( \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k'}^H \right) s + \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k'}^H v_k
\]

where \( H \) stands for conjugate transpose. In (26), the first term is the signal component and the remaining terms are the noise components. The second and third terms are clearly zero mean Gaussian noise. The fourth term, which is the noise-to-noise term, is also approximately Gaussian by the Central Limit Theorem, since the noise in different pulses is independent [3]. The variance of all the noise is

\[
\sigma_{\text{full}}^2 = \sigma^2 s^H s + \frac{1}{N_r} \sigma^2 s^H s + \frac{N_s \sigma^2}{N_r}
\]  

**B. Channelized Receiver**

Assuming \( N_s/\gamma \) samples are collected at a rate of \( 1/\gamma T_c (= 1/T_s) \) for each pulse, the ADC samples in the \( m \)th subband of the \( k \)th pulse is represented in vector form as

\[
x_{k,m} = a_k s_m + v_{k,m}
\]

As in the full-band receiver, \( \hat{s}_m \), the estimation of the \( m \)th subband pulse response, is obtained by averaging the received samples in the first \( N_r \) reference pulses:

\[
\hat{s}_m = \frac{1}{N_r} \sum_{k'=0}^{N_r-1} x_{k',m} = s_m + \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k',m}
\]

Correlating with the samples in the \( m \)th subband of the \( k \)th data pulse, where \( k \geq N_r \), then summing the output of all subbands,

\[
y_k = \sum_{m=0}^{M-1} \hat{s}_m^H x_{k,m} = \sum_{m=0}^{M-1} \left( s_m^H + \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k',m} \right) (a_k s_m + v_{k,m})
\]

\[
= \sum_{m=0}^{M-1} \left[ a_k s_m^H s_m + s_m^H v_{k,m} + a_k \left( \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k',m} \right) s_m + \frac{1}{N_r} \sum_{k'=0}^{N_r-1} v_{k',m}^H v_{k,m} \right]
\]

Similar to the full-band receiver, the input to the slicer consists of the signal term and three noise terms, the first two of which are Gaussian and the third that is approximately Gaussian. The variance of the additive noise is derived in the Appendix and is given by

\[
\sigma_{\text{ch}}^2 = \sigma^2 s^H s + \frac{1}{N_r} \sigma^2 s^H s + \frac{M}{N_r} \text{tr} \{ \text{RR} \}
\]

where \( \text{R} \) is the covariance matrix of \( v_{k,m} \).

**C. Performance Comparison between Channelized and Full-Band Receiver**

The signal terms in (26) and (31) are the same due to the PR condition. Comparing (27) and (32), the variance of the additive noise for both the full-band and the channelized receivers are the same except for the last term. To determine \( \text{tr} \{ \text{RR} \} \), we first compute the sampled subband noise variance \( \sigma_{\text{ch}}^2 \). Since \( v_{k,m} \) is obtained by passing a white noise \( v_k \) through a set of filters \( \{ H_m(\omega) \} \), which is the modulated version of a prototype filter, the noise variance of \( v_{k,m} \) in each subband is \( \sigma_{\text{ch}}^2 \). The noise variance in each subband is
\[ \sigma_s^2 = E\{h_m^H v_k v_k^H h_m\} = \sigma^2 h_m^H h_m = \frac{\gamma}{M} \sigma^2 \]  \hspace{1cm} (33)

where \( h_m \) is the \( m \)th analysis filter response, and the last equality, which is based on \( h_m^H h_m = \gamma/M \), is obtained by applying the Parseval’s theorem to the PR condition in (15).

If the receiver is maximally decimated, i.e., \( \gamma = M \), and the analysis filters \{\( H_m(\omega) \)\} are power complementary, \( R \) is a diagonal matrix. The last noise term in (32) then becomes

\[ \frac{M}{N_r} tr \{RR\} = \frac{M}{N_r} \frac{N_s}{\gamma} (\sigma^2)^2 = \frac{\gamma}{M} \frac{N_s}{N_r} \sigma^4 \]  \hspace{1cm} (34)

Since (34) is equal to the last noise term in (27), the channelized receiver achieves the same performance as the full-band receiver when maximally decimated, i.e., \( \gamma = M \). When the channelized receiver is oversampled, i.e., \( \gamma < M \), \( R \) is no longer a diagonal matrix. Since \( tr\{RR\} \) is the sum of the power of all the elements in \( R \), both the diagonal and off-diagonal elements of \( R \) now contribute to \( tr\{RR\} \). As the oversampling rate increases (or \( \gamma/M \) decreases), the contribution to \( tr\{RR\} \) by the diagonal elements of \( R \) decreases as can be seen from (34), but the contribution of the off-diagonal elements increases since the noise becomes more correlated.

\[ \sigma_s^2 = E\{h_m^H v_k v_k^H h_m\} = \sigma^2 h_m^H h_m = \frac{\gamma}{M} \sigma^2 \]  \hspace{1cm} (33)

\[ \frac{M}{N_r} tr \{RR\} = \frac{M}{N_r} \frac{N_s}{\gamma} (\sigma^2)^2 = \frac{\gamma}{M} \frac{N_s}{N_r} \sigma^4 \]  \hspace{1cm} (34)

Since (34) is equal to the last noise term in (27), the channelized receiver achieves the same performance as the full-band receiver when maximally decimated, i.e., \( \gamma = M \). When the channelized receiver is oversampled, i.e., \( \gamma < M \), \( R \) is no longer a diagonal matrix. Since \( tr\{RR\} \) is the sum of the power of all the elements in \( R \), both the diagonal and off-diagonal elements of \( R \) now contribute to \( tr\{RR\} \). As the oversampling rate increases (or \( \gamma/M \) decreases), the contribution to \( tr\{RR\} \) by the diagonal elements of \( R \) decreases as can be seen from (34), but the contribution of the off-diagonal elements increases since the noise becomes more correlated.

\[ \sigma_s^2 = E\{h_m^H v_k v_k^H h_m\} = \sigma^2 h_m^H h_m = \frac{\gamma}{M} \sigma^2 \]  \hspace{1cm} (33)

\[ \frac{M}{N_r} tr \{RR\} = \frac{M}{N_r} \frac{N_s}{\gamma} (\sigma^2)^2 = \frac{\gamma}{M} \frac{N_s}{N_r} \sigma^4 \]  \hspace{1cm} (34)

Since (34) is equal to the last noise term in (27), the channelized receiver achieves the same performance as the full-band receiver when maximally decimated, i.e., \( \gamma = M \). When the channelized receiver is oversampled, i.e., \( \gamma < M \), \( R \) is no longer a diagonal matrix. Since \( tr\{RR\} \) is the sum of the power of all the elements in \( R \), both the diagonal and off-diagonal elements of \( R \) now contribute to \( tr\{RR\} \). As the oversampling rate increases (or \( \gamma/M \) decreases), the contribution to \( tr\{RR\} \) by the diagonal elements of \( R \) decreases as can be seen from (34), but the contribution of the off-diagonal elements increases since the noise becomes more correlated.

\[ \sigma_s^2 = E\{h_m^H v_k v_k^H h_m\} = \sigma^2 h_m^H h_m = \frac{\gamma}{M} \sigma^2 \]  \hspace{1cm} (33)

An example of the net result is illustrated in Fig. 6, which plots the ratio of the last terms in (32) and (27) as a function of the oversampling ratio \( M/\gamma \) with the filter bank obtained from [15]. As is clear from Fig. 6, the channelized receiver performs the same as the full-band receiver when maximally decimated. The oversampling channelized receiver, however, outperforms the full-band receiver with their gap in performance widening as the oversampling ratio increases. Beyond a certain oversampling ratio, no additional improvement in performance is observed.

Under typical operating conditions, the last terms in (32) and (27) contribute a large fraction to the total noise variance. For example, when \( E_b/N_0 = 10dB \), where \( E_b = s^H s \) and \( N_0/2 \) is the additive white Gaussian noise power density, and \( N_s = 70 \), which corresponds to a time interval of 20ns when sampled at \( 1/T_c = 3.5GHz \), the third term in (27) contributes 64% of \( \sigma_{full}^2 \) for \( N_r = 1 \) and 41% for \( N_r = 4 \).

V. AGC, NBI, AND COLORED NOISE

A. Detection with AGC

In the previous sections, the effect of the ADC and the AGC were not considered. To fully utilize the dynamic range of the ADCs, an AGC is applied in each subband channel so that the percentage of the signal overflowing (or clipping) is kept within a certain percentage. This section describes how to account for the effect of the AGC when using the channelized receiver for detecting in UWB TR systems.

The \( m \)th subband with an AGC is shown in Fig. 7. The AGC gain \( A_m \) is set so that the power of \( x_{k,m}^u \), which is the signal plus noise at the input of the AGC, is kept constant. There is no pulse index \( k \) in \( A_m \), since the power of \( x_{k,m}^u \) is assumed constant within a transmission block. The downsampled subband signal is

\[ x_{k,m} = a_k A_m s_m + A_m v_{k,m} \]  \hspace{1cm} (35)

The subband correlation signal is \( A_m s_m^H \), and the subband correlation value is

\[ y_{k,m} = a_k A_m^2 s_m^H s_m + A_m^2 s_m^H v_{k,m} \]  \hspace{1cm} (36)

For detection, the correlation value in each subband channel needs to be weighted by \( 1/A_m^2 \) to remove the effect of the AGC before summing. The resulting value is

\[ y_k = a_k \sum_{m=0}^{M-1} \alpha_m y_{k,m} \]  \hspace{1cm} (37)

where

\[ \alpha_m = K/A_m^2 \]  \hspace{1cm} (38)

In (38), \( K \) is some constant value, since detection depends on the ratio of \( \alpha_m \) values.
\[ \hat{\sigma}_m^2 = \frac{1}{N_r-1} \sum_{k=0}^{N_r-1} (x_{k,m} - \hat{s}_m)^H (x_{k,m} - \hat{s}_m) \]  
\[ = \frac{1}{N_r-1} \left[ \sum_{k=0}^{N_r-1} x_{k,m}^H x_{k,m} - \frac{1}{N_r} \sum_{k=0}^{N_r-1} x_{k,m}^2 \right] ^2 \]  

B. Detection with colored noise, NBI, and AGC

As in [16], the NBI is modeled as a narrowband stochastic process. When colored noise or NBI is present, optimal detection is achieved by first whitening the noise then matched filtering the resulting signal. In channelized receivers, the whitening operation can be performed by appropriately scaling the correlation results in each subband before summing. To determine the scaling factors, we assume that the colored noise can be approximated by a white noise passing through weighted subband analysis filters as shown in Fig. 8(a).

Denoting the weighting in the \( m \)th subband as \( B_m \), the \( m \)th subband can be modeled as shown in Fig. 8(b). Note that in this model, the input pulse to the \( m \)th subband channel is \( s/B_m \) instead of \( s \). The downsampled subband signal is

\[ x_{k,m} = \alpha_k A_m s_m + A_m B_m v_{k,m} \]  

Detection is then achieved by first scaling \( x_{k,m} \) with \( 1/A_m B_m \) to whiten the noise and then correlating the result with \( s_m^H / B_m \) before combining.

The same result can be obtained by first correlating \( x_{k,m} \) with \( A_m s_m^H \) (or its estimate in practice) to obtain

\[ y_{k,m} = A_m^2 s_m^H s_m + A_m^2 B_m^2 (s_m^H / B_m) v_{k,m} \]  

then scaling each subband after correlation by

\[ \alpha_m = \frac{K}{A_m^2 B_m^2} \]  

As in the previous subsection, the estimate of \( \alpha_m \) in (44) can be obtained by estimating the variance of \( x_{k,m} \) using (41).

VI. SIMULATION RESULTS

The transmitted monocycle is the second derivative of a gaussian pulse, i.e.,

\[ p(t) = \left[ 1 - 4\pi \left( \frac{t}{t_n} \right)^2 \right] \exp \left[ -2\pi \left( \frac{t}{t_n} \right)^2 \right] \]  

where \( t_n = 1 \)ns, which corresponds to a pulse width of approximately 2ns. The received noise free signal pulse is the superposition of monocycles with different delays and amplitudes. The multipath model used is the CM1 channel model recommended by the IEEE P802.15-02/368r5-SG3a. The effective sampling frequency is \( 1/T_c = 3.5 \)GHz. Assuming \( M_s = 4 \) and \( \gamma = 5 \), the ADC sampling rate is \( 7/5 \) times the critically sampling rate. The lowpass filter \( G(\Omega) \) in the analysis filter bank is a fourth order Butterworth filter, and its 3dB frequency is at \( 1/(12T_c) \). \( W(\omega) \) is obtained from [17]. The \( N_s \) samples collected per pulse correspond to a time interval of 20ns, which represents collecting about 90% of the signal energy on average.

Fig. 9 shows the bit error rate (BER) of a UWB TR system assuming no knowledge of the signal pulse and the analysis filters. The first one or four reference pulses in a block of 100 pulses is used to estimate \( s_m^H \). This estimate is then used to detect the data pulses in the transmission block. The performance of an ideal matched filter receiver with perfect knowledge of the received signal pulse is shown as the lower bound. A full band receiver, which samples the UWB signal with a single ADC at the effective sampling rate and estimates the signal pulse by averaging the reference pulses, is used for comparison. As the number of reference pulses increases, the performance of both receivers approach that of the ideal receiver. The slight improvement in performance of the channelized receiver compared to the full-band receiver can be attributed in large part to the reduction in the noise-to-signal term (i.e., the last term in (32)) as described in Section IV.
The NBI is measured in terms of the signal-to-interference ratio (SIR), which is defined as the ratio of the received pulse energy of a single pulse $E_b$ to the interference power. The NBI is generated by passing a white noise through a sharp bandpass filter whose bandwidth is 0.05 of half the effective sampling frequency. In Fig. 10 and Fig. 11, we assume that four reference pulses are employed and the NBI center frequency is $0.57f_s/2$, which correspond to the frequency with the strongest signal power.

In Fig. 10, the BER is plotted as a function of $E_b/N_0$ for both the channelized and the full-band receivers when 1-bit, 3-bit, and infinite-bit ADCs are employed and the $SIR = -5dB$. As is clear from Fig. 10, the full-band receiver ceases to function regardless of the number of ADC bits. In contrast, the channelized receiver performs well at reasonable $E_b/N_0$ values as it is able to isolate the effect of the NBI. A 3-bit ADC seems sufficient to achieve performance comparable to a channelized receiver with infinite ADC bits.

![Fig. 10. BER vs. Eb/No for 1-bit, 3-bit and infinite-bit ADCs with SIR=5dB and 4 reference pulses.](image)

In Fig. 11, the BER for 1-bit, 3-bit, and infinite-bit ADCs is shown as a function of SIR when $E_b/N_0 = 15dB$. For the same BER, the channelized receiver can tolerate significantly stronger NBI than the full-band receiver. For example, to achieve BER = 0.04, a channelized receiver with 3-bit ADCs can tolerate almost 25dB more interference than a full-band receiver with infinite-bit ADC. In the channelized receiver, little additional improvement in performance is obtained by increasing the ADC resolution beyond 3-bits. Thus, in UWB TR systems, the oversampled channelized receiver with only 3-bit ADC seems sufficient.

![Fig. 11. BER vs. SIR with $E_b/N_0 = 15dB$ and 4 reference pulses.](image)

**VII. CONCLUSIONS**

An oversampled channelized receiver for UWB TR systems is proposed. By combining the PR synthesis filters and the matched filter, detection is achieved by estimating on a per-subband basis the combined responses of the channelizer and the propagation channel. The proposed receiver is shown to outperform the full-band receiver when the input noise is white. The oversampled channelized receiver is investigated in the presence AGC, ADC and NBI. If a strong narrowband interferer is present, the proposed receiver significantly outperforms the full band receiver because of its ability to isolate the effect of the NBI. Our results suggest that in TR UWB systems, the proposed receiver with ADC resolution of only 3 bits is enough to achieve performance comparable to an infinite bit channelized receiver even in the presence of large NBI.

**APPENDIX**

The channelized receiver noise power at the slicer input given in (32) is derived. Since the filter bank satisfies the PR condition, the variance of the first noise term is

$$\text{var} \left( \sum_{m=0}^{M-1} s_m^H v_{k,m} \right) = \text{var}(s^H v_k)$$
$$= E(s^H v_k v_k^H s) = \sigma^2 s^H s \quad (46)$$

The variance of the second noise term is

$$\text{var} \left( \frac{1}{N_r} \sum_{k' = 0}^{N_r-1} v_{k',m}^H s_m \right)$$
$$= E \left\{ \sum_{m_1=0}^{M-1} s_{m_1}^H \left( \frac{1}{N_r} \sum_{k_1=0}^{N_r-1} v_{k_1,m_1} \right) \right\}$$
$$= \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} s_{m_1}^H \left( \frac{1}{N_r} \sum_{k_1=0}^{N_r-1} \sum_{k_2=0}^{N_r-1} v_{k_1,m_1} v_{k_2,m_2}^H \right) s_{m_2}$$
$$= \frac{1}{N_r} \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} s_{m_1}^H E(v_{k_1,m_1} v_{k_2,m_2}^H) s_{m_2}.$$
where \( E \{ \} \) and \( E_k \{ \} \) represent taking the expectation of the \( k \)th and \( k' \)th pulses, respectively. Evaluating \( E_k \{ \} \) at the cross of the \( n_1 \)th row and the \( n_2 \)th column.

\[
E_k \{ v_{k,m_1} [n_1] v_{k',m_2}^* [n_2] \} = \mathbb{E} \left\{ \sum_{n_1'} v_{k,n_1'} h_{m_1} [\gamma n_1 - n_1'] \left( \sum_{n_2'} v_{k',n_2'} h_{m_2}^* [\gamma n_2 - n_2'] \right) \right\} = \sigma^2 \sum_{n_1'} h_{m_1} [\gamma n_1 - n_1'] h_{m_2}^* [\gamma n_2 - n_1'] \approx \sigma^2 R_{m_1,m_2} [n_1,n_2] = \sigma^2 \mathbb{E} \{ [1/m_1 - m_2] e^{j2\pi n_1 n_2}/M \} (49)
\]

The approximation in (49) is valid because the cross correlation \( R_{m_1,m_2}[n_1,n_2] \) can be made approximately zero by minimizing the spectrum overlap between subbands using sharp filters. Although sharp filters are assumed to simplify the analysis, practical fourth-order Butterworth filters are used in the simulation results presented in Section VI. The last equality in (49) is obtained by making use of relationship between the \( m \)th filter response \( h_{m}[n] \) and the zeroth subband filter response \( h[n] \) by \( h_{m}[n] = h[n] e^{j2\pi m}/M \).

Put \( R_{m_1,m_2}[n_1,n_2] \) to a matrix \( R_m \), which is the covariance matrix of subband noise \( v_{k,m} \), (48) then becomes

\[
= \frac{1}{N_r} \sum_{m=0}^{M-1} E \{ v_{k,m}^H R_m v_{k,m} \} = \text{tr} \left\{ \frac{1}{N_r} \sum_{m=0}^{M-1} E \{ v_{k,m}^H R_m v_{k,m} \} \right\} = \frac{1}{N_r} \sum_{m=0}^{M-1} \text{tr} \{ R_m \} E \{ v_{k,m} v_{k,m}^H \} = \frac{1}{N_r} \sum_{m=0}^{M-1} \text{tr} \{ R_m \} E \{ v_{k,m} v_{k,m}^H \}
\]

where \( R = R_0 \). Adding all three variances together,

\[
\sigma^2_{ch} = \sigma^2 s^H s + \frac{1}{N_r} \sigma^2 s^H s + \frac{M}{N_r} \text{tr} \{ R_R \} (51)
\]
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