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Abstract—This paper derives optimal receiver structures for timing noise, and operates at a frequency much lower than
an ultra-wideband transmitted reference (UWB TR) system in  that required by a fully digital receiver.
multipath environments, based on the average likelihood ratio
test (ALRT) with Rayleigh or lognormal path strength models.
Several suboptimal receivers are obtained by either applying an ~ The conventional cross-correlation receiver is restricted by
approximation to the log-likelihood function without any specific  two major drawbacks: (1) the transmitted reference signal
channel statistical models or by approximating two ALRT opti- used as a correlator template is noisy, and (2) a fraction of

mal receiver structures. It is shown that the generalized likelihood the t itted . t data beari A ltiol
ratio test optimal receiver [9] is one of the suboptimal receiver € transmitted energy 1S not dala bearing. Average mufliple

structures in the ALRT sense. Average bit error probabilities of reference pulses to produce a cleaner template can improve
ALRT receivers are evaluated. Results show that ALRT optimal the receiver performance [8], [9], but these cross-correlation
and suboptimal receivers derived from Rayleigh and lognormal receivers aread hocreceivers, and how well a more general
models can perform equally well in each other's environments. UWB TR system can perform is still a complicated function of

This paper also investigatesad hoc cross-correlation receivers in L L .
detail, and discusses the equivalence between cross-correlation re-(:h"’mm:"I descriptions/statistics and channel stability, as well as

ceivers and one theoretically derived ALRT suboptimal receiver, COmplexity constraints on the receiver. When complexity con-
Results show that the noisex noise term in a cross-correlation straints are removed or relaxed, more exotic channel estimation
receiver can be modelled quite accurately by a Gaussian random techniques and Rake receivers are design possibilities that
variable when the noise time<bandwidth product is large, and — qyide petter performance (at a higher complexity cost) than
cross-correlation receivers are suboptimal structures which have . . . - .

ad hocTR receivers, and in this case the utility of devoting

worse performance than ALRT receivers. . ) X
_ _ _ energy to the reference signal is questionable.
Index Terms— Ultra-wideband radio, transmitted reference

system, multipath environments, average likelihood ratio test,
generalized likelihood ratio test,ad hoccross-correlation receiver. This paper derives optimal (see Section Ill) and related
suboptimal (see Section V) receiver structures using either
the average likelihood ratio test (ALRT) with Rayleigh or
. INTRODUCTION lognormal path strength models, along with a suboptimal
Ultra-wideband (UWB) impulse radio systems, because (r)?celver without any specific stat|§t|cql r_nodels for the path
rength. In these analyses, a simplifying resolvable mul-

their fine time-resolution capability, could make use of Ral{je%

receivers with tens or even hundreds of correlation operatio a'th assumpnon 1S emplpyed .Wh'Ch is valid in channel
to take full advantage of the available signal energy in a%nwronmer.]ts in which the “”.‘e difference between every two
indoor environment [2], [3]. Instead of using Rake receptiorﬁ'}.'“'It'path signal compon_ents IS greatgr th?‘” a direct-path pu_lse
Hoctor and Tomlinson proposed a UWB transmitted referen dth. When the transm|tted_ pulse width in a .UWB system IS
ss than a nanosecond, this resolvable multipath assumption

(TR) system with a simple receiver structure to capture . . . :
the energy available in a UWB multipath channel [7] Th(@)\pplles when differential propagation path lengths are always
: ater than one foot. In reality, because of its short duration, a

transmitted reference technique dates back to the early dgr%se received over a sinale propaaation path mav only overla
of communication theory when it was explored as a means ) gle propag P yonly P

establishing communication when there are critical unknovx'/?blg;nse ﬁ?gre(;g:;el2:/%nV\;'ft?hLerV;Sgth:Ll;n:qlﬂﬁ?tgthcggnszﬁet?én
properties of the transmitted signal or channel [4], [5], [6]. P ' ' P P

In a TR modulation format (described in detail in Sectiof? not exactly true In some environments, it may still provide
(r]easonable approximation to real channel models.

I), a reference pulse is transmitted before each data-modulaft
pulse for the purpose of determining the current multipath
channel response. The conventional TR cross-correlation reThe nonlinear operation of these optimal and suboptimal
ceiver correlates the received data signal with the receivégbeivers makes theoretical bit-error probability (BEP) analy-
reference signal to use all the energy of the data signal with&s difficult, and numerical simulations are employed with two
requiring additional channel estimation and Rake receptiohlLRT suboptimal receivers as the only exception. In addition,
This suboptimal receiver is easy to implement, requiring one also investigated hoccross-correlation receivers further,

an analog delay line to align the received reference and dgtacuss the equivalence between the cross-correlation receivers
pulses. The analog-to-digital converter (ADC), which samplé&#d one theoretically derived ALRT suboptimal receiver, and
and quantizes the correlator’'s output, is less susceptible vitlidate the Gaussian approximation to the distribution of the

noisexnoise term when the noise timéandwidth product is
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1. UWB TR MODULATION AND RECEIVED SIGNALS sided power spectral densit%&, and

The transmitted signal of a UWB TR system with antipodal !

1=0
oo
_ . ‘ o where a received waveforg(t) is modelled as the output of
sult) = i;m g (¢ = T8 + by gu (= i = Ta) . () 5 tapped delay line channel
K-1
Here g (t) is a transmitted monocycle waveform that is g(t) = Zpkakgrx(t—/{A)’ 4)
non-zero only fort € (0,Ty), and T is the frame time. k=0

Each frame contains two monocycle waveforms. The firgf being the width of a resolvable time slot ahtA being the
is a reference and the secorill; seconds later, is a data-channel delay spread. We also assume ghat; in different
modulated waveform. For analytical purposes, the data Rihe slotsk are independent. The polaripy, of the multipath
stream is assumed to be composed of independent, identicg|fjhal component in time slat is in {+1,—1} with equal
distributed binary random variablés; .| € {1, -1}, taking  propability so the probability density function is

on either value with probability /2. The index|i/Ng], i.e., 1 1

the integer part of /Ns, represents the index of the data bit flpr) = =ép(pr — 1) + =0p(px + 1), (5)
modulating the data waveform in th& frame. Hence each bit 2 2

is transmitted inNs successive frames to achieve an adequai8d the amplitude,;, which is independent ofy,, has mixture

bit energy in the receiver, and the channel is assumed invariiifitribution such thad is equal to zero with probability —a
over one bit time. and is occupied with an arrival with probability

In this TR systemy is greater than or equal to the multi- () = ¢ x f(ay|slot k occupied + (1 — a)dp (o), (6)
path delay spreafligs to assure that there is no interference

between reference signal and data signal. The frame TymeWhere f(ax|slot k occupied can be a Rayleigh or lognormal
is chosen to satisfif} > 2Ty > 2Tmas SO that no interframe distribution in this paper.

interference exists. The discussion of inter-pulse-interferencel e received monocycle waveforngy(t) of a sin-

in a UWB TR system can be found in [22] and [23]. EFople multipath component, normalized to unit energy, i.e.,
simplicity but without loss of generality, the time-hopping ot - 95(t)dt = 1, will differ in shape from the transmitted
direct sequence modulation which is used to reduce multiugéaveform, and its shape may vary for different multipath
interference is not modelled because only the single user c&8gWonents [11], [12]. In the design and analysis of ALRT
is considered here. A simplified example of the transmittdgceivers, we assume thgs(t) is known and is the same for
and received signals for bits = —1 andb, = 1 are shown all multipath components, and can be used as a template in a
in Figure 1 to illustrate TR timing and modulation structureorrelator. The average energy in th€ path component is

In this figure, the letter R represents the reference pulse, the INE{a2} = 2NeaE{a2|slot k occupied

letter D represents the data pulse, aud= Tmgs
due to the normalization ofy,(¢), and the average path

e s signal-energy-to-noise-power-density-ratio (ASNR) as well as
' ’ the realized path signal-energy-to-noise-power-density-ratio
H H ) H H H H H H H (RSNR) in thek™™ path component are defined as ASNR
f i
NT (

+ t ¥ 2NE{a}} _ 2Nsaj
! H ] H (NS_MH =N and RSNR = ==k,

N-1)T;

— Tasmith, — " Transmit. by ' I1l. ALRT OPTIMAL RECEIVERS
@ .
? We now detect the biiy based on the observati@rof r(t),
T ~To> t € (0, NgT). Using the ALRT which minimizes the average
bit error probability, the decision rule is of the form
R R « R R D R D « R D ('*‘b 1) 1
1/t o f i f p(r]|bo = <
0 T, Ne-D)T NeTy @Ns=1)T; — 1. @)
p(Flbo=-1) 5
Recei +«———— Receve b ———— L. A A
T Ree b Defining a = [ag, a1, ...,ax—1] andp = [po,p1, .-, Pr—1],

p(7lbg = 1) andp(7|bg = —1) are averages of

Fig. 1. An example of (a) transmitted signal and (b) received signal with 1 NTh
bo =~ andb =1 P(7lbo = 1, p, ) = exp {_N/ r(t) - rsu)fd”‘}
0Jo
The received TR signal of bity is modelled as 8)
over o andp which along withb, are imbedded im(¢), and
r(t) = rs(t) + n(u,t), (2) equivalence £) indicates that irrelevant constants have been

dropped. By using the assumptions thkatndp are indepen-
where n(u,t) represents Gaussian receiver noise with twalent as well as that resolvable multipath signal components



are statistically independent, the probability density functiofy,

(NCT; C,(0) c(0) .
f(a,p) can be decomposed as ¥, NSTy L()
K—1 ’}‘glgrx(l’ i) %jo
flep) = ] Flen)fow). T
l:cl;[O ¥ NI 0 L0 oy
By applying the resolvable multipath assumption to elim- ?Zgrx(‘*”f —T) . A, + b,
inate the cross-correlation of any two pulses in (8) in the : Xy
averaging process, and taking natural logarithm in both sides St 5
T Y
of (7), the ALRT rule can be reduced to NSTT L(*)
K—1 1 K-1 Nt
Li(C) 2 Y Lu(D(k)), O ]
— -1 _ (ST D(K -1)
. . h=0 o .k 0 ) ] % cD(Kﬂ) Le(*)
in which the log-likelihood functionL(z) is defined as r\;ig,x(t—j'l}—(K—l)A—Td) 7.
no) = | [~ [ st | | R
—00 J—0 Fig. 2. The block diagram of the ALRT optimal receiver in whi¢h =
2Ns Yoo Li(C(k) andY = 3350 Li (D (k).
X exp | pragr — — i | dogdpy | | (10)
No
and the quantitie€’(k) and D(k) are bp = 1 andby = —1 cases and have no effect on the decision,
9 the log-likelihood function becomes
a2
C(k) - No [OR(k') + CD(k)]a I B wR(k)x2 ’LUR(]C).%‘2
9 k() = 5 +In q exp ——y
D(k) = F[CR(k:) — Cp(k)], e
0 Twr(k)x 5
Where + — s (1 — 2Q( wr(k)x ))

Ns—1 NTi
Calt) 2 Y [ r(Ogt ~ T~ kA,

+ (1 — “) (1+ SNRy) exp ( wR(k)xQ) } (12)

2
(ALRT Rayleigh receiver
Ns—1

=0
Co(k) & )
=0

In (9), the received signal information is embeddedigk) B- Lognormal Path Strength Models

and D(k) for k = 0,1,..., K — 1. The optimal receiver The lognormal distribution is used in the UWB channel
structure always has signal processors wittk) and D(k) model proposed by the IEEE 802.15.3a working group [10],
as inputs no matter what the distributionsppind« are, and and the probability density function of the amplitudg of an

0
NTy _ . . L
/ () gt — Ty — Ty — kA)dt. This function is monotone increasing in
0

is shown in Figure 2. arrival is
. 20
f(ag|slot k occupied = ——————
A. Rayleigh Path Strength Models In10v2mo2ay
2
The Rayleigh distribution is often used in modelling signal X expd — (201og Oék2— fik) ap > 0, (13)
amplitudes in wireless channels, and the probability density 20

function of the amplitudey;, of an arrival is . . .
P F i.e., 20 log o, ~Normal(uux, o2). The functionlog(-) is a 10-

based logarithmy;. (decibels) andr (decibels) are the mean
and standard deviation @0 log oy, respectively. In order to

] ) make a decision ohgy, we use (6), (13), and (10), as well as
where 207 = E{ai|slot k occupied. Using (5), (6) and change variables by letting, — 20 log o, and §j — Y=t
(11), the log-likelihood function in (10) in the Rayleigh casgpe puisance parametey, can be eliminated to give 202

is computed in Appendix Il. This computation contains the

2

f (ag| slot k occupied = a—’;exp {a";} o >0, (11)
o 207,

positive parameter Li(z) =1In {/ fpx) (1 —a) + a/ exp(—G7)  (14)
2 et o
2 %%k Vaoptug 2N, Bk
wrlk) = T g N Ry X exp (a:pklow - 10(“)) dﬁk:| dpk} :
0

2 . . . . . .pe .
whereSN Ry, = 2% is twice the ratio of the average energy There is no closed-form simplification when a lognormal
in the occupied:™ time slot to the noise power density. Bydistribution is involved in an integral. But we can use the
eliminating those terms in (48) which are same for both thdermite-Gauss integral [18] to simplify the inner integral in



(14). The Hermite-Gauss integral is (see [14], equation 25.4.46rmal density function in the variablg, with meanm/, (x)

and Table 25.10) or m’_(z) and variancep, ?, and
> 2 N 7TN0 l‘zNO
— f(x)dr = if(z;) + Ry, 15 K(z) = ,
[ =S sy, ) @ = oz { T
wherez; is thei™ zero of Hy (z), a Hermite polynomial. The mi(x) = F ,
. . . 4N5pk
weightsw; and remaindei?; are defined as Ny
r2
oo TR TN
L N2[Hy 1 (z:)]* .
N' . el . . 2Nsﬂk .
Ry 2 e f(QN)(& oo < £ < 00, From the definition in Section I, ASNR = N If

2" (2N)! the ASNR, is high enough,N,, (m/, (), p},2) in (17) with

. a narrow shape behaves like a delta function. If the AGNR
The smaller _the apsolute value of Is, the larger the corre- is low, f(oxr) with a relatively narrow shape behaves like a
sponding weightv; is. Usually 2y becomes very small when delta function at the mean value gof. Therefore, the integral

N > 20, and can be ignored.
= & in (17) is approximated asymptotically b
By applying (5), (15), and the definitions (@7 PP ymp y by

U)L(]{i) A 10';—3 h( ) 29 \f;{]z / NQk m:l: apch)f(Qk)ko
: — K (z) - [f'(mly(x)) i
high ASNR;
(14) is further simplified to ~ Ny (my (), pf2)] g R (18)
K (x) - Nggo.y (m(z), p).?) low ASNR,.

2NS 2
1“{‘12”1 eXp{ & P @wi (k) 16)  Note that eitherf’(m/_(z)) or f'(m’_(z)) equals zero be-
B causegy, > 0, f'(|m/(z)]) < maxy, Np, (Im/y(z)],p},%) =
x cosh{h()w (k) ]_+ L-a}, 2Nsp; /mNy is true for any|m/_(x)| when ASNR, is high
(ALRT lognormal receiver withV) because of the delta function behavior 8§, (m/, (), p.2),
in which the remaindeRy is discarded. This function is 2" @Ny(m(2),p,7) < @y 2N5pk/7rN0 For the large

C? (k)N D? (k)N
monotone increasing in. The effect of eliminatingRy on ASNR; situation, either-{: Mo or (N) ¢ is large, and
the BEP performance is tested for different valueshofin the other is close to zero, dependmg on the transmitted bit.

Section VI by simulation. Supposec(L)N0 is the large one whose meands- 16Nspk ,
then
IV. ALRT SUBOPTIMAL RECEIVERS E(C(k)) > f'(Im/ (C(k))]) + wNy(m/ (C(k)), pi?),

In the beginning of this section, a delta function approximan which C/(k) is substituted forz. By applying the above

tion is applied in a general sense without any specific statistigaéquality to the high ASNR case in (18) and (17), the
models of path amplitudes to obtain a suboptimal receivefiboptimal rule approximating (9) is
structure. The suboptimal receivers, which approximate the

ALRT optimal receivers with Rayleigh and lognormal path In{k/( é = 11 B
strength models, will be derived in next two subsections. Z n{ R} 2 - n{
Suboptimal receivers use simple structures to approximate F=0
the log-likelihood functionZ;(-) in (10). The integration over Which is equivalent to
p can be carried out first to result in K1 )
oM, 3" Cr(k)Co(k) 2 0. (19)
Li(x) ln{ / flag) [exp <akx W ai) k=0 =i
0
92N For the low ASNR, case, by substituting (18) into (17) and
+exp <—Oék$ Y 2)} dak} eliminating terms which have no effect on the decision, the
0 suboptimal rule approximating (9) is
—hl{ / f(ok) NQk m+( )aﬂ%z) (A7) k- L k-1
In{cosh(E{ax }C(k = In{cosh(E{ay}D(k))}.
Ny (), 2)] o) 3 Infeosh(E{ax} O} 2 3 n{eosh(Efar} DIk}
(20)

whereay, = pior, With o, being a unit second moment randong oy 1,y and cosh(-) are nonlinear strictly monotonic in-
variable andy? being the possibly unknown second moment CHreasmg functions. Becausesh(-) is even, the function
ak, f(or) is the density function ob, which might include In(cosh(-)) is also even, and

a dirac delta function in it and can be written #éo;) =

f'(or) + @wdp(ox — ) with 0 < @ < 1, N, (-) represents a In{cosh(y)} = In{el*'} —In2 =y —In2.  (21)



Equation (20) is now simplified by applying (21) A. Rayleigh Path Strength Models
K1 K1 The log-likelihood function (12) is a function abr(k)z?,
1 .

ZE{ak}|CR(k)+CD(k)| > ZE{akHCR(k) — Cp(k)|, @andz could beC(k) or D(k). Using z = C(k) as an
=0 -1 13 example, without the receiver nois€;(k) is equal to zero

(22) whenb, = —1. Therefore, with moderate or high RSNR:
where |Cr(k) + Cp(k)| and [Cr(k) — Cp(k)| are received 2Ny ? /N, C(k) and alsowr(k)C?(k) should be close to
information of bitby, which are weighted by the mean valuegero forb, = —1, and should have significant positive values
of the amplitude of path signals. This suboptimal decision rufgr 5, = 1. Whena = 1 and the value ofwr(k)C?(k) is

can be simplified further to large (i.e., RSNR is large andb, = 1), Ly(C(k)) can be
K1 LK1 approximated by
|Cr(k) + Co(k)| 2 |Cr(k) — Co(k)|  (23) wr(k)C?(k
2 P> Li(O (k) = R0 (26)
because multiplying the prior informatiofi{a;} at low (see Appendix I). This approximation is also verified by Figure
ASNR;, does not improve the bit error probability much whict8. For small RSNR or by = —1 which produces small
will be seen in Section VI. wr(k)C?(k), this approximation is not so precise. It is worth

For the performance analysis, a closed-form evaluation @$ting that when the value of decreases, the probability
the suboptimal receiver in (19) can be obtained by usiitgat RSNR is small even with high ASNR and b, = 1
Appendix 9A in [17]. With the assumption thdt is even, increases. High ASNR(or SN R;) with smalla can make the
and by definingA = B = 0, C = 1/2, L = K/2, approximation in (26) deviate more froiy, (C(k)) because
Xn = Cr(n)+jCr(n+ %), andY, = Cp(n)+jCo(n+ %) of the term (1=2) (1 + SNRy,) exp (_%02(1@) , and this

a

forn =0,1,....,L — 1, the left-hand side of (19), which is shown in Figure 3. Similar arguments and conclusions apply
is equal to§ >~ (XY, + Y,'X,,) with X/ denoting the to (12) forz = D(k).

n=0

complex conjugate transpose &f,, can be represented in the By using the approximation in (26), the logarithm term in

same form as (9A.1) in [17]. The means@g(k) andCp(k) (12) is abandoned, and the suboptimal receiver is simplified

are Nepo, and bg Nepj.ay, their variances are botBsMe

which are independent &f, and any two of Cr(k), Cp(k)}k o1

are uncorrelated. Assumirig = 1, the values of parameters Cn (k) Co ( < 0 27
a and b defined in [17] are computed as = 0 and b = kz:: wr(k)Cr(k)Co( )_< ’ 27
\/ % = % where Ej, the realized bit energy, is (Rayleigh suboptimal receiver) 1

a random variable. The BEP conditioned %’—3 is acquired o 4 largeSN Ry,

o . X approximation forwg(k) also exists
by substitutinga andb into (9A.15) in [17]

O’,% cr,% Ny
K/2 wr(k) = = = )
P (a N )_]_+ 1 Z(K—l) 1+ SNRy SN Ry, 4Ny
bi N0 = = — i .
neo VT T gkl P 51 which is a constant and does not have any effect. Then the

decision rule in (27) is further reduced to
. (24)

o/2) (%

K-1 1
> Cr(k)Col(k) 20 (28)
whereQ;(¢, <) is a Marcum@-function. Becaus€);(b,0) = 1 k=0 ) )
for all 1, b, and (Rayleigh suboptimal receiver) 2
-1 ) 9 Jorn which is the same as (19) and the generalized likelihood ratio
Qi(0,b) = Z exp <_b) (b%/2) test (GLRT) receiver for a UWB TR system in [9].
ne0 2 n! The transmitted bit is the phase difference of the reference

pulse and data pulse. Without receiver noise, the polarity of

Cr(k)Cp(k) for all k should be the same and is the transmitted

bit. It is possible that the polarity of angr(k)Cp(k) could

Poir(ag, ..., ax_1) = % Z ([Ii - 1) differ from the transmitted bit because of the receiver noise,
2 = but the error probability decreases as the AQNIRd RSNR

=1y B B\ increase. Therefore, we should giver(k)Cp(k) different

Z — exp <_b> <b> . (25) weights for differentt according to both tha priori informa-

s 2No 2Ny tion and received information in thé" path. For the weighted
In Section VI, Figure 5-8 show the fit of these analytical resul usblg lg“;:%' ;e;er(t:tclj?lénNg7\/)\/’h\iI£ iglisr::(fll[]d dégﬁﬂ'?{}%rrlgag?i?hg
and simulations. The closed-form solution of the average . (12)pin order to, reduce the receiver con?plexity

BEP can be acquired iE {eXP (_TA?O) (‘21\?0) can be prom Figure 3, this should have a small effect upon the BEP
calculated, i.e., the moment generating functio f exists. performance for close to 1, or moderate and smallalong

if [ is an integer, (24) can be simplified further to
K/2

K

n=0



10 utilizing the result in [21]. Define

X =Xre +jXie = Vwr(2k —2)Cr(2k — 2)

Lo Lo ShRSI0 o 3 Vi =Yar + Yk £ wr(2k —2)Co(2k — 2)

+ ] wR(Qk - 1)0[3(2](1 - 1)

7 ' o - for k=1,2,..., % assumingK is even which can be easily

- if necessary. The variance and covarianceXgf,, Xz, Yre,
SNR,=0.1 andY;; can therefore be calculated which satisfy (1) and (2)

107 : :
Ll s b B e in [21] except that
2% -- a=07
107 ; ‘ : [—a03 Var{Xgri} # Var{X}, Var{Yri} # Var{Yi.},
10 10 10 w_ (K12 10 10 % Where Var{Xgri} = Var{YRk} = 1NSN0wR(2k — 2) and
R Var{ Xz} = Var{Vi;} = NSNOwR(2k —1). Because of the
Fig. 3. %’W versusLy(z) for k=0,1,..., K — 1. dense UWB environment which makeg(2k—2) = wr(2k—
1), the relationships in (1) and (2) in [21] are still approxi-
R mately true. The effect of this approximation on evaluating the
@, d’NsTf ﬁ C.(0) : : suboptimal receiver structure (27) is little which will be seen
o NgT; : ‘ in Section VI. Letv = [X1,Y1, X5,Y3,..., Xk/9, Y o|', and
N,-1
Ot = iT¢) H 0 . . 0
1=0 R 0 H 0 . 0
s'f = = 0
' do NeTe C,(0) C")* ; 60 ° 0
Ng-1 ‘ o+ 0F—
Ox(t=JT¢ = B < 0 0 H
iz . : : -1
=0 ) | ‘ where
0 1
- Rl o)
s then .
Oo=vQv = 0
-1
is equal to (27).

Let v andL denote the mean vector and covariance matrix
of v and assuméy = 1, the characteristic function & can
be written in this form

Ak |di|?

. ex p{j; )
Fig. 4. The block diagram of ALRT suboptimal receivers described in (27) ¢(Jt|b0 = 1) H 17723\’67 (29)
and (28) with Rayleigh path strength models. k=1 JtAk
where )\, are the eigenvalues @fQ, and
with small ASNR The weights fofCr(k)Cp (k) }1—,', which 4N5 Vurk=Dpiaok1tivwrBprar 1o oag
are {wr(k)},—,', can be generated according to tagriori  di = Vw(k=1)+w(k) .
knowledge in advance, and stored in the receiver. Singg) 0 k is even
IS an increasing function i, CR(k)C,D(k). gets a large ¢ computed using the methods in [21]. By definfig =
weight if the average energy of an arrival in th& path is NSNO [wr(2m — 2) + wr(2m — 1)] > 0 for m = 1,2 7§
large. the eigenvalues are
In (28), noa priori information is used, and the receiver

makes decision only according to the received information. N o= fHTl, Alp1 = —g#

The block diagram of the suboptimal receiver in (27) i . .

shown in Figure 4, and the structure described in (28) is al i » 1’.3’ Byen s K_.l' The characten;ﬂc funct|.on @ by

drawn in the same figure except the multiplications by Weighfé’bsmu“ng)‘k andd;, into (29) and setting: = jt is

{wr(k)}7," in the dotted box are removed. K/2 —1 p{zﬁk\dgk 1|2 V] [z L
The BEP of using the suboptimal decision rule in (27)¢(z|by = 1) H & i 11 Sk

conditioned on a channel realization can be computed by Ek o1 ? T E

produced by adding an additional path with zero magnitude



Knowing the characteristic functiom(z|by = 1), the which is the same as (22), and could deviate from (33) when

probability density function o® givenby =1 is a is small.
1 joo If the weights in (35) are eliminated to simplify the receiver
f@lbo=1) = G(z)dz, structure further, the second suboptimal receiver structure
2mj becomes
where K—1 ;| K-
G(z) = exp(—20)p(z|by = 1). > |Cr(k) + Co(k )z Z Co(k)|  (36)

By defining z, = Eik for k =1,2,..., %, the poles ofG(z)
are +z; which are all simple poles. The bit error probability
is which uses the received information only to make a decision,
K/2 and is the same as (23). If there is only one path, ke= 1,
B = / f(0)bp =1)db = Z/ Res G(z)df (30) the decision regions of rules (9), (27), (28), (35) and (36) are
= all the same. Let the horizontal axis repres€ga(0) and the
due to the symmetry of the transmitted bit and receiver noisértical axis represent’p(0), we say that the transmitted bit
as well as the claim in Appendix Ill. The residue 6fz) at is equal to 1 if the value ofCr(0), Cp(0)) falls in quadrant
2 iS one and three, and the transmitted bit is equal to -1 otherwise.

Res G(z) = G(2)(z + 2&)| 2=, - (31)

Z=—2Zf

(lognormal suboptimal rece|ver)2

B o V. CROSSCORRELATION RECEIVERS AND COMPARISONS
The BEP conditioned on one channel realization by substitut- WITH ALRT SUBOPTIMAL RECEIVERS

ing (31) into (30) is . , . .

Although those decision rules derived in Section Il and

1 &2 K/2 ¢ p{%} IV have different optimal and suboptimal criteria, they all
Z eXp{—*\dzk 1%} 2, need a correlation operation for each multipath component to
n=t - (E—k) generate sufficient statisticBCr(k)}r—,' and {Cp(k)}r_y
(32) for detection. The more paths we have the more correlation
whered; are functions ofg, o1, ..., 0k _1. operations we need before the ADC. Because of the fine-time

resolution capability a UWB signal has, it can resolve many
B. Lognormal Path Strength Models multipath components, i.e., the numbris large. Therefore,
) ) .. the main reason that a transmitted reference method was
Suppose thatV = 1 in the Hermite-Gauss approximation,onased for use with a UWB system is to simplify receiver
(15) is adopted for whictr, =0, A(1) = 1, andw; = 1. The g4 ctyres rather than to achieve optimal performance. The
log-likelihood function (16) is reduced and equivalent to concept was to improve the performance with limited receiver

B 2N 1—a complexity.
Li(z) =1n {eXp ( N, wE(k)) cosh(w (k)x) + a} UWB TR systems employingd hoc conventional cross-
(33) correlation receivers have been discussed widely [7]-[9]. This
by discarding the constarnh(a) where wy (k) is the prior receiver correlates the received data-modulated waveform with
information, i.e., the mean value of the amplitude of an arrivéhe reference waveform, which is receivég seconds earlier,
in the k™ path component, and = C(k) or = = D(k). to capture all the energy in the received signal, and sums the
From the definition ofu. (k), C(k) andD(k), without receiver N correlator outputs that are affected by a single data bit
noise,w (k)C (k) is proportional to the ratio of the energy of(post-detection combining) to be the decision statistic. Since
the k™" multipath signal component to the noise power spectrge time separation of the reference and data pulses are fixed to
density whenb, = 1, and should be equal to zero wherry, the delay mechanism in the correlator can be implemented
bop = —1. A similar argument can be applied to_(k)D(k). by a transmission line, a passive device, or an active device. In
The second term in the braces in (33) is equal or close to zefgdition, because the correlation operation is done before the
whena is equal or close to one, then ADC, the sampling frequency of the ADC can also be reduced.
2Ns For a cross-correlation receiver, received signals are passed
Ny wi (k) +In{cosh(wi(k)x)}.  (34) through a bandpass filter before the correlation operation to

B . d . it & ol o 1 q reduce the incoming noise power, and resulting filtered signals
y assuming a dense environment s close to 1) an nd noises are marked lfy). The decision rule ob, using

a_dopt_mg the apprOX|_mat|on in (21), a suboptimal decision rui%nventional cross-correlation receivers is
simplified from (33) is

Ly(z) = —

K-1 Ns—1 i Tit- Tt Trnas 1
- D = / Pt —Ty)rt)dt = 0. (37)
> wi(k)|Cr(k) + Co (k)| ¢ = ity ( )7) 5

k=0

K- We assume in this paper that the power spectral defSsity)
Z w (k)|Cr(k) — Cp(k)] (35) of the noisen(u,t) satisfies the white noise approximation,
= namely S, ()|Gux(f)[2 = 32(Gi( )2, WhereGi(f) is the
(lognormal suboptlmal receiver) 1 Fourier transform ofg(t). The BEP of this conventional

LAV =



cross-correlation receiver was computed under the assumpfidre resolvable multipath assumption (used in the development
of an ideal bandpass filter and the application of the orthonat (9)) is not necessary for the conventional and average cross-
mal expansions in [19] and [20]. The result is written here correlation receivers.
Comparing (41) and (42), an average cross-correlation re-
NsBuTinds ) . . o
pe 1 (2Nstdes— 1) (38) ceiver can reduce the noise power in the nois@oise term
Bt ™ 92 N5 BuTrnas—1 NsByTmds — | by a factor of Ns. The problem is the averaging process
1 R N might not be easily implemented because of restricted receiver
% Z iexp (_Eb> (Eb> 7 complexity, namely be |mpleme_nted using anal_og devices
! before the correlator. In a multiple access environment, a
hopping sequence is applied to each user to avoid catastrophic
where Ej, = 2N OTm"SgQ(t)dt is the filtered bit energy which collisions [1]. The positions of reference pulses in different
depends on the channel realization, ag is the one-sided frames varies with the hopping sequence. In order to average
receiver bandwidth. Ns received reference waveforms, we need a delay mechanism
One method to improve the BEP performance of the convelie- put thoseNs references together. Even in a single user
tional cross-correlation receiver is to average (or accumulagf)vironment without a hopping sequence, whénis large,
the N reference waveforms in one bit time to reduce thiée number and length of delays make the implementation
noise in the template, and then data detection proceeds withpossible. If the average process is implemented using dig-
this noise reduced template (pre-detection combining). THal techniques, then we need an ADC with high-sampling-
decision rule ob, using this average cross-correlation receivdrequency to sample and quantize the received signal. In this

is case, since the signals have already been digitized, there is
, , no need to restrict the receiver structure as a cross-correlation
Ne—1l (jTi4+Ty+Tmes ~ Ns—1-J ; ; ital o i
_ . . . receiver, and all kinds of digital signal processing schemes can
Dy = 7(t) E 7(t + i1y — Ty)dt (39) X . : ;
= Jin+my =, be used to improve the BEP performance. Either in a single
1 user or a multiple access environment, the time separation is
z 0, fixed toTy. This means the structure of the conventional cross-
-1

correlation receiver remains the same in both cases.
and the BEP given one channel realization is computed usingt is important to discuss the similarities betwead hoc

orthonormal expansions in [19] and [20] which is cross-correlation receivers and the ALRT suboptimal receiver
in (19). Under the resolvable multipath assumption, the set of
. 1 Bl 9B Thas— 1 correlator templateg g (t — kA)}1—' is a complete set of
Py = 92 BuTas1 Z ( BuTnas— > (40) ' orthonormal basis functions for the received sigg@l). The
o l:} Com suboptimal receiver in (19) therefore obtains all the energy
" Z 1 exo [ — Ep Eyp in the received signal, as does the average cross-correlation
= P 2N, 2N, | receiver (which can be shown by expressif@) using the

orthonormal expansions). For the average cross-correlation

The average bit error probability of the conventionaleceiver, the incoming receiver noise has dimengiBa Tmgs.

and average cross-correlation receivers can be obtainedDif the other hand, the suboptimal receiver (19) has noise di-

E{exp(—ﬁ'}o)(;\’,’o)"} exits for all n, i.e., the moment gen- mensionK < 2B, Tngsin the resolvable multipath conditions.
Therefore, the receiver in (19) performs better than the average

erating function of2>- exists. _ ) : .
A UWB system uosually transmits a biN, > 1 times cross-correlation receiver by capturing the same signal energy

to achieve the appropriate signal energy to make a corrd¥ith less incoming receiver noi_se. Suppose now a_dditional
decision. In addition, often an application environment iABwZmds — K~ orthonormal functions, which along with the

which the TR method is preferred has a large number BfiginaIK basis functions expanding the filtered noise space,
paths, namely the channel delay sprefighs is not short. are put in the orthonormal basis set. The receiver in (19) with
Therefore, the noise dimension is large enough to concluff€Se2B5wImas orthonormal functions as correlator templates
that this sum of integrals of the product of two Gaussias €duivalent to the average cross-correlation receiver. But note
random processes is itself approximately Gaussian by cenifit the additionak By Tmgs — K orthonormal functions only
limit theorem arguments. Only first and second moments und&Pture noise.

this Gaussian assumption are required to evaluate the BEP, ani'® reéceiver in (19) and the average cross-correlation re-
the results which were computed in [9] are rewritten here CEIVer acquire the multipath diversity with pre-detection com-
bining. The conventional cross-correlation receiver acquires

[ 2N, No 212 the multipath diversity through a post-detection combining.
P§ = ( - )+2BWNSdes <> ] , (41) Investigating (38) and (40) or (41) and (42) indicates that
Ey By for a specifiedE, /Ny, Ns is irrelevant to the BEP of an
average cross-correlation receiver while the BEP of a con-
9N N\ 2 -3 ventional cross-correlation receiver varies with. The effect
P =Q [( . 0> + 2BwTmds <°> ] . (42) of the noise x noise term depends on the energy in the
Ep Ep template to the noise power ratio, and becomes more serious



when this value is low. This value for the average cross¥ = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, and 20, and
correlation receiver is fixed for a specifid@o/No because the simulated BEP results remain unchanged for> 8.

the signal energy in the reference waveformsNg frames Besides, results fronV = 2 to N = 8 are close. Therefore

is accumulated first before the correlation operation. Forimperformance figures, we only show the casesvofE 1, 2,
conventional cross-correlation receiver and a specﬁi@ﬁ\fo, and 8.

because only one reference waveform serves as a templatdhe differences of the BEP of conventional and average
the larger theNs is, the smaller the energy in one referenceross-correlation receivers evaluated by the formulas ((38) and
pulse is. Therefore, the BEP performance becomes wolg®)) and Gaussian approximation formulas ((41) and (42)) can
when Ns becomes larger. Pre-detection and post-detectioot be distinguished in our simulation environments, thus only
combinations perform differently imd hoccross-correlation one result line for each kind of cross-correlation receivers is
receivers. And the suboptimal receiver in (19), even with atisplayed in performance figures. This also indicates that the
extended orthonormal set to expand the noise space, is $hfussian approximation is good if the noise tinb@ndwidth

not equivalent to the conventional cross-correlation receiveroduct is large enough. Performance figures showing that

in (37). theoretical analyses and simulation results of the Rayleigh
suboptimal receiver 1 and 2 agree with each other verify the
VI. NUMERICAL RESULTS programs.

) , . The following figures show the bit error probability aver-
The receiver structures we discussed above have nonllngaéd over channel statistics, versus the aveiageV,. Thus

operations which make the theoretical BEP analysis difficulhe yajue of the error probability is the observation in time
Except for the receivers in (19), (27), (37) and (39), thg,rving channels over a long time. Suppose the channel is
BEPs of other receiver structures are evaluated by MOnigyionary during the observation, the BEP obtained could

Carlo simulations. In this section, we generate both Rayleighizie from the curves shown in the figures, and should
and lognormal path strength models to test different receivgépend on that specific channel.

structures.

The single received pulse is a second derivative of a Gaus- . . .
sian pulsegy(t) = %[1 — 47r(t’771)2] exp[fgﬁ(t*%y] for A. Rayleigh Environments v.s. Lognormal Environments
t €[0,0.7] ns withT = 0.2877 ns andr; = 0.35 ns, and zero  Figure 5 shows that the four best receivers in Rayleigh
elsewhere. The constanhormalizes the energy i« (¢) to 1, environments witha = 1 are the ALRT Rayleigh receiver,
and 97% of the received pulse’s power is contained in 1-56"ﬁay|e|gh Suboptima| receiver 1, and ALRT |Ogn0rma| re-
Therefore, an ideal bandpass filter with 1-5GHz pass bandclﬁvers with N = 8 and 2, which have near|y identical
used in cross-correlation receivers, afy = 4GHz. This BEP performance. Hence the Rayleigh suboptimal receiver
4GHz bandwidth might not be the optimal choice because de-is a better choice among these four receivers because of
creasing the receiver bandwidth will reduce the signal energy simpler structure. ALRT lognormal receiver withi = 1
but also reduce the incoming noise power. For both Rayleighd lognormal suboptimal receiver 1 have slightly worse but
and lognormal environments) = 0.7 ns,a = 1, 0.7, and competitive performance than the best, and the degradation
0.3, K = 84, and the average power decay profile is assumggcurs because only one term is used in the Hermite-Gauss
exponential with decay time constadnt= 8.5 ns. The average jntegral (see (33)-(35)). It is expected that the performance of
power of the first multipath signal componefitis chosen the Rayleigh suboptimal receiver 2 and lognormal suboptimal
such that the average,/No (Eb/No) can achieve different receiver 2 are worse because they dis@aptiori information
values. For lognormal case8Nsa Y ' E[a?] = Ep, and about random channels. The lack of terms in the Hermite-
E[of] = Qexp(=$2). In addition, the standard deviation ofGauss integral also causes performance degradation in the
20 log(ak), o, is equal t04.8/\/§ for all k£, and the mean of lognormal suboptimal receiver 2.

201og(ay) can be computed ag, = 101n ngllgm/r — ”2;510- Figure 6 shows the BEP performance in lognormal environ-
For Rayleigh models4dNsa ZkK:_Ol o2 = Fp, and 207 = ments witha = 1. The five best performed receivers in turn

Qexp(#). These Rayleigh and lognormal channel modekre the ALRT lognormal receivers withh = 8 and 2, ALRT
with root mean square delay spread around 7 ns repres@ayleigh receiver, ALRT lognormal receivers with= 1, and

small indoor environments. Rayleigh suboptimal receiver 1, and their BEPs are close. The
In order to explain the BEP performance clearly, we nanperformance of the lognormal suboptimal receiver 1 is only
the decision rules in slightly worse than the best. Again, the Rayleigh and lognor-
e (9) with (12): ALRT Rayleigh receiver, mal suboptimal receiver 2 perform worse than other receivers
e (27): Rayleigh suboptimal receiver 1, because of lack o& priori information about channels. The
e (28): Rayleigh suboptimal receiver 2, average and conventional cross-correlation receivers have 5dB
e (9) with (16): ALRT lognormal receiver withv, and 10dB performance degradation respectively compared to
e (35): lognormal suboptimal receiver 1, the best performance favs = 10 at BEP=1e-3.
e (36): lognormal suboptimal receiver 2, Figure 5, 6 and 7 show that the Rayleigh suboptimal receiver
e (37): conventional cross-correlation receiver, 1 with an relatively easier-to-implement structure performs
e (39): average cross-correlation receiver. close to the optimal receiver in both Rayleigh and lognor-

In the simulations of the ALRT lognormal receiver, we triednal environments with normal to high multipath component
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Fig. 5. Average bit error probabilities of different receiver structures fdfig. 7.  Average bit error probabilities of different receiver structures for

Ns = 10 in Rayleigh environments with = 1. Ns = 10 in Rayleigh environments with = 0.7.

10 Figure 8, ALRT Rayleigh and ALRT lognormal receivers still
____________ perform best, but the BEP of the Rayleigh suboptimal receiver

. 1 departs from them. A&}, /N, increases, the performance of
107" 4 the Rayleigh and lognormal suboptimal receiver 1 approach

e that of the Rayleigh and lognormal suboptimal receiver 2,
\ respectively. We can see from the figure that g Ny is

, large enough, the suboptimal receiver 2 even performs better
than the suboptimal receiver 1.

Y The Rayleigh and lognormal suboptimal receiver 1 give each
\ possible multipath signal component a weight according to

\ priori information which does not include the path existence

0
N

—0- ALRT Rayleigh

—«— Rayleigh suboptimal 1
—+ Rayleigh suboptimal 2
A - ALRT lognormal N=1
—&— ALRT lognormal N=2
—0- ALRT lognormal N=8

average bit error probability
[
o

I
w

10 0. 5.4 I suboptimal 1 7 . .
" lognormal suboptimal 2 \\ probability a. As the value ofe decreases, the probability of
— — conventional cross—correlation H H H H H
. average crosscorrelation ) having an arrival in _each time _slot becomes_ small. It rmght
% Rayleigh suboptimal 2 (theoretical) v happen that large weights are given to some time slots without
4 Rayleigh suboptimal 1 (theoretical) . . . .
107 : 1 1 20 - arrivals. This weighting strategy can make the performance
average E /N, worse than without weighting. This observation is similar to
the situation happening in the Rake reception. Maximal ratio
Fig. 6. Average bit error probabilities of different receiver structures facombining (MRC) is optimal in maximum likelihood sense

Ns =10 in lognormal environments with = 1. only if channel states are completely known. In reality, we

have to estimate the channel and some estimation error can
happen. When the estimation error increases, the performance
of MRC and equal gain combining (EGC) become close, and
C can eventually outperform MRC when the estimation
rror is large enough. Figure 5, 7, and 8 also show that
or a specifiedE,/Ny, all the receivers perform worse in an
vironment with smallex because of the uncertainty.
The observation we made in this subsection for Rayleigh
environments withe = 0.7 and 0.3 also applies to lognormal
environments .

arrival probabilitya. Figure 5 and 6 show that optimal ALRT
receivers derived from Rayleigh and lognormal path stren

models perform equally well in each other’s environment
Different amplitude distributions have been proposed by di
ferent authors for UWB systems [10], [12], but these figur
show that the BEP performance of an ALRT optimal receiver
is irrelevant to path strength models.

B. Effects of Multipath Component Arrival Probability

Figure 7 and 8 also show different receivers performinfg- Effects ofNs
in Rayleigh environments but withh = 0.7 and 0.3. For  In Figure 5-8, one bit is transmitted iNg = 10 consecutive
a=0.7 and in the interested BEP range, we can see again frenes. For all ALRT optimal and suboptimal receivers as
the ALRT Rayleigh receiver, ALRT lognormal receiver, andvell as the average cross-correlation receiver, the value of
Rayleigh suboptimal receiver 1 almost perform equally wellVs does not affect their BEPs because of the pre-detection
The performance of other receivers is similar to the= 1 combining. The effect of Ny on the conventional cross-
case. But wheru becomes small, this situation changes. Inorrelation receiver is shown in these figures (conventional
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By using the same method, the requirﬁgito achieved®, =
y is
(44)

By comparing (43) and (44) withVs = 1, Thmgs = 7K X
10719, and Ey, = E,, the performance difference between
the Rayleigh suboptimal receiver 2 and the average cross-

correlation receiver is roughly0log(+/1.4By x 10~9) = 3.7
dB which is verified in Figures 5-8.

VIl. CONCLUSION

This paper derives ALRT optimal and suboptimal receivers
for UWB TR systems in both Rayleigh and lognormal en-
vironments, and shows the GLRT optimal receiver is one of
the suboptimal receivers in ALRT sense by dropping #he
Ofiriori information of channels. Performance results show that

ALRT optimal receivers derived for Raleigh and lognormal

path strength models can perform equally well in each other’s
cross-correlation receivers withs = 1 perform the same environments, and the Rayleigh suboptimal receiver 1, which
as average cross-correlation receivers) which illustrate th@s a relatively simple receiver structure, performs close to
increasingNs degrades the BEP. Fa¥s = 10 and 100, the the optimal one when the multipath component existence
receiver has 5dB and 10dB performance degradation compapéebability is normal to high. In a low path arrival prob-
to the Ns = 1 case at BEP=1e-3. And the conventional andbility environment, the performance of both Rayleigh and
average cross-correlation receivers are the same Wwhen1. lognormal suboptimal receiver 1 becomes closer to and even

The signal energy to noise power ratio in a conventional crog¥orse than that of the Rayleigh and lognormal suboptimal
correlation receiver output is defined as receiver 2 ask,/Ny increases. Thad hoccross-correlation

receivers perform worse than ALRT optimal and suboptimal
receivers, and the BEP of the conventional cross-correlation
receiver degrades a¥; increases for a fixedZ,/Ny. The
Rayleigh suboptimal receiver 2, by expanding the number of
WWrrelator templates, can be equivalent to the average cross-
correlation receiver. Central limit theorem can help evaluate
the BEP of cross-correlation receivers well by approximating
S the noisex noise term Gaussian distributed when the noise

A timexbandwidth product is large.
Ep _ 2By NsTmgs =~ /2By NsTmay P 9
AT - w stm .

No [\ 4 2BuleTioss _

We can now see the effect of increasing. For a specific
BEP (or y), the required Ey,/N, approximately increases hen the value ofvr(k)z? is large anda is close to 1,
10log(4/n2/n1) dB for Ns increasing fromn; to nq. Figure
5-8 agree with this result.

Itis worth to note that the BEP of cross-correlation receivers
can be improved by applying some weighting functions before
the integration, and the details are in [16] and [20].

2N, No\?
Aio ~+ 2By NsTmds <AO) ,
Ey Ey

C —
SNR —

and the BEP using Gaussian approximation in (41) is eq
to Q(+/dSyr). For a given BEP, we can find a valyeso that
the BEP is achieved iflg\g = y. By solving dg\g = v, the

required £

(43)
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1-2Q ( wR(k)x2>

2
exp(_waﬂ> ~ o,

1—a

I
e

D. Rayleigh Suboptimal Receiver 2 v.s. Average Cross- a

correlation Receiver With 1+ SN Ry being bounded, by substituting these approx-
As in the discussion of conventional cross-correlation r@mations into (12),

ceivers in Subsection VI-C, the signal energy to noise power

ratio in the decision statistic for the Rayleigh suboptimal _ wr(k)a? Twg (k)22
receiver 2 is Ly(x) = T In —
2N, No\?| 2
R 0 0 wr(k)x
= =24+ k(= o~
dsnr B + (Eb> = 5




APPENDIXII

The nuisance parameter; in (10) is integrated first by
inserting (6) and (11) intgf(ay). The integral (46) is derived
by applying formula 3.462.5 in [15] to (45)

o=u{ [ s | [ L ewimara
k

2Ns 1
_ak ( NO + %‘_k) } dak + (]. +a):| dpk}

1
(ﬁvos+;g+‘§VN;+1i
.172

exp <8NA£S+U2§>)
PrT 2
e (_2 2N+1) +0 _a)] f(pk)dpk}

20'}%,
N aprx /27w (k)

o
X exp (W) Q (—mm/@)
+(1—a)} (;50(1% -1+ %50(1% + 1)) dpk} :

(45)

il (46)

In the following integration ofp, using (5), (47) is sim-
plified to (48) becaus&l(—z) = 1 — Q(z) and z[1 —
2Q(z\/wr(k))] = 0

Li(z) =In { awR2(k) + axw ex
o 20},
x [Q (~ovur(®)) ~ @ (+v/ur®) | + (1~ a)}
I { awr(k) a\/2mw(k)a? exp <$2w;(k)> (48)

0,% 20,3
x [1-20 (Vur®)a?)| + (1 - a)}.
APPENDIX |1
Claim 1:
joo K/2
G(z)dz = 27j Z Res G(z).
—joo F=—Zk

Proof: In Figure 9, the line fron{0, —jR) to (0, j R) and
Cr which comes back t¢0, —jR) compose of a positively
oriented simple closed contour including all negative poles

G(z) in it. It is directly from the Cauchy’s residue theorem

that

K/2
G(z)dz = 27y Z Res G(z).

Z=—Zk

JR

G(z)dz +
—jR Cr
)dz tends to 0 ask tends toco.

Next, we show thayl. G(z
R, |zr| < R,

Let z = zr + jz € Cg, it is obvious thatz| =

12
and zg < 0. The absolute value daf(z) is

G(2)]

28k |dog—1]" 1)? }

1—2&k
& (r-

2
&)
and the last inequality results frop — &-| > [|2] — &-| =

IA

)

R—¢-and|z + &-| > [|2] — ¢-|. For eachk,

2€k|dog—1]?

28k |d2k—1]" 49
‘exp{ 1= 2t } (49)

{ |dok—1]*(1 — 2r&) }’
exXp 3 5
(1 — 2r&k)? + (21€k)
by using the fact thatexp{ju}| = 1 for any real numbet..

In addition, 1 — 2zr&, > 0 becauserg < 0 and&, > 0 which
results in

= exp{—|dar—1/*}

(1 - 2r&)? + (216)° = 1 — 22réy + R2G > R*¢}.
Therefore, (49) is reduced to
2kl dar—|? |k —1(1 + R&)

b

e -

Beside, forf € (—o0, 0],

R2¢2

| exp(—z0)| = exp(—2zrf) < 1
Therefore,

/CR G(z)dz

K/2 exp {7|d2]§_1|2 +

<7TRH gk(

a k=1
— 0 asR tends toco.

< /C 1G(2)d= = TRIG()

lda—1|>(1+REk)
R2¢7

2
Ek)

i

of

Fig. 9. Simple poles of3(z).
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