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Abstract—This paper presents the system architecture, model-
ing, and design constraints for a baseband, integrated, CMOS,
impulse ultra-wideband transceiver targeting very low power con-
sumption on the order of 1 mW. Intended for a sensor network
application, the radio supports low communication rates (∼100
kpbs) and ranging capabilities over short distances (∼10 m). Based
on a “mostly digital” architecture, the analog complexity is reduced
by moving the A/D convertor as close to the antenna as is reason-
able. Pulses are generated from simple digital switches, overlaying
the signal energy on the lower FCC UWB band (0–960 MHz).
Reception is achieved using baseband gain blocks feeding a time-
interleaved bank of low resolution A/D converters. A window of
energy is captured in time and fed to the digital backend for pro-
cessing. To save power and area, the digital backend implements
only a pulse template correlation filter block overlaid with an ad-
ditional spreading code. As a pulse template is used, no specific
channel estimation or interference cancellation is assumed. The
system performance is quantified for this case and implementa-
tion tradeoffs are explored with a strong focus on reducing power
consumption. In particular, the issues of modulation choice, clock
generation, gain and noise figure, ADC resolution, and digital sig-
nal processing requirements will be discussed.

Index Terms—Digital radio, impulse radio, low power,
transceiver, ultra-wideband.

I. INTRODUCTION

THE APPROVAL of approximately 8 GHz of unlicensed
spectrum in the U.S.A. (from 0 to 960 MHz and from

3.1 to 10.6 GHz) for ultra-wideband deployment presents an
interesting research opportunity. The lack of specified physical
layer signaling and low transmit power levels for UWB similar
to Part 15 [1] have opened a very wide design space with a
large possibility for innovation. While the majority of attention
is focused on high-speed communication applications in the 3.1
to 10.6 GHz band over very short distances (∼1 m), owing
to the transmit power density constraints, there is also interest
in power efficient ranging, imaging, and distance measurement
with communication at relatively low data rates allowed below
960 MHz as well as in the upper band. One attractive method of
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ultra-wideband signaling suitable for low power operation uses
short pulses, on the order of nanoseconds, to spread energy over
at least 500 MHz of bandwidth. The baseband-like nature of
this signaling promises a low cost, low power architecture be-
cause of the simplified analog front-end design. Further power
savings are possible through circuit operation duty-cycling be-
tween pulse reception windows. This architecture has the poten-
tial for much lower power consumption and higher integration
than conventional approaches due to the wideband, i.e., low-Q,
nature of the radio.

The anticipated power savings, over a traditional sinusoidal-
based transceiver, come from the elimination of frequency trans-
lation and synthesis, removal of filtering and reduction of exter-
nal components, and the duty-cycled nature of pulse generation
and reception. However, the use of impulse signaling with a
“mostly digital” approach, while easing some problems, moves
the design challenge to different dimensions. In particular, the
ADC speed and resolution become of utmost importance. Base-
band Nyquist sampling of the lower UWB band requires ap-
proximately 2 GHz ADC clocking which has the potential to
consume enormous amounts of power relative to our 1 mW
target. The effect of large, in-band, sinusoidal interferers also
must be determined. Additionally, the sub-nanosecond timing
for ADC sampling may imply severe limitations on oscillator
matching or jitter requirements. The power consumed in the
wideband front-end gain stages, and the necessary sensitivity
and gain requirements for those blocks, are also important. Fi-
nally, the area and power burden required for digital signal
processing and demodulation must be considered as well.

Several notable ultra-wideband system architectures have
been published. Earlier approaches were based on different ana-
log architectures where the pulse correlation is performed in the
analog domain before A/D conversion [2]–[7]. More recent dig-
ital architecture publications are split between a channelized, or
frequency-based, approach [8]–[10], or direct time-based sam-
pling of the UWB signal [11], [12]. While [12], intended as a
baseband system for a 3.1 to 10.6 GHz communication link,
is similar in architecture to what will be proposed here, the
reported power consumption is too large for our target appli-
cation (primarily due to the 4-bit ADC and clock generation.)
To date, the focus of these architectures has not been on low
power consumption or its trade-off with system performance.
This paper addresses the issues inherent in a low power design,
identifying the time-based, baseband, “mostly digital” architec-
ture as a viable candidate, and concentrating on the mapping
of circuit constraints to a low power, low cost implementation.

0018-9545/$20.00 © 2005 IEEE
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Section II starts with a description of the proposed transceiver
architecture. Next, a linear model for the system is developed
in Section III to aid in analysis of design tradeoffs, and mod-
ulation schemes are analyzed. Section IV groups together the
conclusions from this analysis, focusing on ADC resolution,
sampling clock generation, front-end gain requirements, and
the digital signal processing demands. In addition to calcula-
tions, time-domain simulations are run to verify the modeling
and analyses. Section V summarizes the system specification
and concludes the paper.

II. TRANSCEIVER ARCHITECTURE

In previous publications, the analog-based transceiver typi-
cally places A/D conversion after wideband gain, filtering, and
high-speed analog correlation. This results in a slower, on the or-
der of the symbol rate, A/D converter with higher resolution re-
quirements. While the ADC power consumption is manageable,
this requires more analog circuitry to operate at the full signal
bandwidth. In particular, the correlation operation and template
generation must be very high speed, which implies a tradeoff
between power consumption and template generation accuracy.
For low power operation a simple template is desired, such as a
rectangular pulse, but this template is inflexible, reducing sys-
tem performance out of proportion to the power savings gained.
In addition, scaling up such an architecture for RAKE reception
or faster acquisition places a large load at the critical, high-speed
input to the correlators, thus increasing power consumption be-
yond linear scaling of the number of correlators. Due to these
issues and to take advantage of digital circuitry’s flexibility,
scalability, and ability to trade area for power consumption, the
partitioning between analog and digital sections was chosen as
close to the antenna as is feasible. A direct, time-based sampling
approach was taken to avoid the need to design an integrated
well matched bank of filters in the analog frontend and to keep
the digital backend simple. This has the cost of increasing the
burden upon the A/D converter; possibly to the point where the
ADC block consumes the most power in the system. However,
we will show that in an interference dominated environment
very low resolution ADC’s may be utilized, thereby mitigating
the power consumption penalty. A byproduct of the flexibility of
this architecture is that it also provides a platform for further ex-
perimentation. By moving the signal processing into the digital
domain, it is easier to prototype different receiver approaches.

Shown in Fig. 1 is a block diagram for the proposed “mostly
digital” architecture [13]. As the received energy is localized in
time around the channel delay spread, the receiver only needs
to operate during that relatively narrow time window. To meet
the Nyquist criterion, this window must be sampled at a high
rate, on the order of 2 GSamples/s for 1 GHz of bandwidth.
Reception consists of gain, matched to the antenna impedance,
followed immediately by sampling and digitization. The digital
samples are then fed to the digital backend for processing; e.g.,
acquisition, synchronization, and detection.

III. SYSTEM MODELING

To explore the performance tradeoffs for this system, a linear
model is created that incorporates signal, noise, and interference,

Fig. 1. Transceiver architecture.

including circuit nonidealities such as limited gain, filtering
effects, quantization noise, and noise figure. For this model,
the metric chosen is the “signal to noise + interference ratio”
(SNIR) at the output of a pulse template filter. In the absence
of interference, this can represent the optimal matched filter
response [14]. For the purpose of a simple, low power digital
implementation, no channel estimation beyond the knowledge
of the pulse template is assumed and no interference cancellation
is utilized. This provides an estimate for the degradation due to
interference, and allows us to examine the impact on system
performance from ADC resolution and the subsequent digital
correlation precision.

We define the sampled, received signal after the ADC as

V = S + N + I + X

where S is K samples in time of the desired pulse; equal to the
received pulse after gain and filtering

S = [s[0] s[1] · · · s[k − 1]]

and N is K samples in time of Gaussian noise; variance set
by the background noise floor times the system power gain and
noise factor of the front-end

n[k] = N
(
0, A2

v · NF · kTBR
)
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and I is K samples in time of the total narrowband interference
seen at the ADC input

I = [i[0] i[1] · · · i[k − 1]]

where a narrowband interferer is modeled as a sinusoid with the
equivalent power and uniform random phase

i[k] =
N −1∑
n=0

An cos(ωnTsamplek + θn )

and, X represents the quantization error; assumed to be zero
mean and uniform over ±0.5 lsb

x[k] = U

(
0,

∆2
A/D

12

)
.

Defining the matched filter coefficients as

W = S + Y

where S is again K samples of the desired pulse, and Y rep-
resents the quantization error for the matched filter coefficients;
also assumed to be zero mean and uniform over ±0.5 lsb

y[k] = U
(

0,
∆2

MF

12

)
.

Then the output of the matched filter, Z is equal to

Z = V Wt

and we may define the SNIR as

SNIR =
E[Z]2

Var[Z]
.

Recall that the noise is zero mean, hence

E[Z] = (SSt) =
∑

k

s[k]2 = Ps.

Then, SNIR is

P 2
S

PS (σ2
N X + σ2

Y ) + (SRII St) + Kσ2
y

(
σ2

N X +
∑N −1

n=0
A2

n

2

)
where

σ2
N X = σ2

N + σ2
X

and RII is a K × K matrix whose elements are given by

rII [i, j] =

(
N −1∑
n=0

A2
n

2
cos(ωnTsample(i − j))

)

for i, j = [0, 1, . . . ,K−1].

A. A Comment on Modulation Choice

The previous equation predicts the SNIR at the output of a
pulse template filter responding to an input pulse in the pres-
ence of noise and interference. This may be used to quantify
the performance of PAM, but to investigate OOK, PPM or bi-
orthogonal modulation, the output of the template filter must be
determined in the absence of signal as well as the presence. Due

to the expectation that the channel will be interference domi-
nated, and hence low SNIR, only the simple variants of these
modulation schemes will be discussed.

In the absence of a received signal, we define U as

U = N + I + X

where the output of the matched filter is now Zo

Zo = UWt

which is zero-mean, and has variance

Var[Z0] = PS

(
σ2

X N

)
+ (SRII S

t) +Kσ2
y

(
σ2

N X +
N −1∑
n=0

A2
n

2

)

which is

Var[Z0] = Var[Z] − PS

(
σ2

Y

)
≈ Var[Z].

Assume σ2
Y is �σ2

X (i.e., that the matched filter’s resolution is
at least 3 bits larger than the ADCs).

As the variance of Zo is essentially equal to the denominator
of the SNIR per pulse, we expect OOK and 2-PPM performance
to be approximately 3 dB worse than binary antipodal (2-PAM).
Furthermore, receiver power consumption for 2-PPM will in-
crease as the analog front-end is on for two reception windows
during a pulse repetition period, assuming the PPM separation
is larger than the delay spread of the channel to ensure orthog-
onality. This implies that OOK is also undesirable compared to
binary antipodal as it achieves worse performance for the same
receiver power consumption. 2-PPM is even worse compared to
binary antipodal and OOK for modulation as it has both worse
BER performance and doubled power consumption. Note that
transmit power is severely limited by FCC specification, hence
the receiver power dominates the total power consumption even
for low transmit efficiency.

A variant on PAM and PPM modulation is bi-orthogonal sig-
naling which combines binary antipodal and 2-PPM. While this
achieves a higher data rate at 2 bits/symbol, this is cancelled out
by doubling the power consumption, and the BER performance
is predicted to be similar to 2-PPM, due to the shorter mini-
mum distance between the orthogonal signal components. This
implies that bi-orthogonal signaling is not as power efficient as
binary antipodal. For this reason binary antipodal was chosen
as the preferred modulation scheme.

IV. DESIGN CONSTRAINT MAPPING

A. ADC Resolution

Using the linear analysis derived in Section III, we may ex-
plore the system specification and quantify the design tradeoffs
inherent in the resolution of the ADC. The ADC resolution
is one of the most important of the design requirements, as
the high sampling rate, on the order of 2 GHz, may preclude
low power operation entirely. Low resolution, high sample rate
ADC designs published in recent years may be surveyed to get
a predictive estimate of power consumption for a given specifi-
cation. Using the results from [15], ADCs are compared using



1626 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 54, NO. 5, SEPTEMBER 2005

TABLE I
LOW RESOLUTION ADC FIGURES OF MERIT

Fig. 2. SNIR versus interference over ADC resolution.

the following figure of merit (FOM):

FOM =
2Nbits · Fsample

Pdiss
.

Table I shows ADC FOM performance for recent publications.
Using the best figure of merit of approximately 4e11, we esti-
mate the power consumption of a 4 bit 2 GSa/s ADC as 80 mW!
As we move to lower resolutions, the ADC simplifies and the
power decreases roughly as 1/2N as most high speed ADCs are
a flash architecture, and power scales roughly as the number of
comparators. While this implies that even a 1 bit ADC (degen-
erate case) is on the order of 5 mW, in reality, the value will
be less than 1 mW. For a given process there is a sense of the
“natural” dynamic range based on the matching performance of
the devices, usually on the order of 2 or 3 bits. Below this reso-
lution, only simple comparators are needed (i.e., without offset
cancellation or averaging). However, given the power concern,
there is a strong drive to lower the ADC resolution, if possible,
to save on power consumption. Hence, we need to quantify the
system ADC resolution requirements.

To examine this, the SNIR per pulse is calculated at a given
level of interference, noise, gain, etc. The results are shown
in Fig. 2, plotted against the total received interference power.

Fig. 3. Simulated versus predicted error from SNIR for 1 bit ADC resolution.

Calculations used a Gaussian monocycle pulse [2] sent at a
5 MHz rate. Interference was generated based on measurements
taken in our lab with a spectrum analyzer to represent “typical”
levels and then scaled over the range shown. The UWB channel
model was for a 3 m path; derived from an in-house ray tracing
tool which estimates the impulse response using a 3-D indoor
building model [20]. A input-referred noise figure of 10 dB was
assumed for the gain stages, and the gain was set w/AGC to
allow only an infrequent amount of limiting. To model finite
bandwidth of the input gain stages, the pulse is filtered with a
5-pole rolloff at 1 GHz.

In Fig. 2, we see that only at low levels of interference, where
thermal noise dominates, does extra resolution in the ADC im-
prove SNR. As interference increases, the impact of higher
resolution in the ADC decreases. This realization, that ADC
resolution in an interference dominated environment is not crit-
ical, allows us to simplify the ADC design to 1 bit to save power
without incurring a tremendous penalty in performance. Typical
values for the aggregate interference over 0 to 1 GHz measured
in our labs are around −40 dBm, predicting about ∼7 dB of loss
relative to a higher resolution ADC. This result agrees with pre-
vious work on time-based mono-bit digital receiver modeling
using a matched filter in the presence of AWGN [21]. Note that
this performance is not optimal, as it makes no effort to cancel
the interference or gather more pulse energy from reflections.
For the goal of low power operation and low cost/complexity,
though, the predicted performance is adequate for the applica-
tion requirements of sensor network radios.

The linear model calculation over ADC resolution show a
trend that indicates 1 bit is sufficient; however, linear modeling
of quantization noise breaks down at very low resolutions (1 to
2 bits). To verify these results, a time domain BER simulation
was also run with and without the ADC resolution limit for the
same conditions. The results are shown in Fig. 3. The time-
domain simulation matches the linear model well, deviating by
only a dB or so over the range. This confirms that the linear
model accurately evaluated the effect of ADC resolution and
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that a 1 bit ADC may be used to save system power without an
excessive degradation in performance.

To compensate for the loss due to ADC quantization in the
system link budget, it would be more efficient to increase the
transmit power by 4 given the low transmit power regulation:
approximately −10 dBm total of average power over DC to
960 MHz. Unfortunately, the FCC limits the power spectral
density for UWB emissions, so transmit power is fixed for a
fixed pulse rate. This results in a loss of data throughput (by
approximately 1/4) to compensate for the choice of a 1 bit A/D
converter. However, high throughput is not critical for sensor
network applications which require data rates on the order of
10–100 kbps [22].

B. Sampling Clock Generation

The use of impulse UWB signaling may imply tight timing
tolerances, but we will show that the requirements are reason-
able. The main issues associated with sampling clock generation
are the jitter performance of the system clock, matching between
the TX and RX clocks, and identifying a sampling clock gener-
ation architecture suitable for a low power implementation.

1) Oscillator Jitter: The allowable jitter variance may be
approximately mapped to a phase noise requirement for the
oscillator [23]. The lowest frequency we need to consider for
jitter is the symbol rate since the digital backend will track
any frequency variations slower than that. Assuming the mean
square phase deviation over a symbol is much less than 1 rad
and taking the phase noise spectral density to be of the form

L(∆f) =
K

(∆f)2
.

Then the corresponding phase noise, given the total accumulated
jitter σT over T symbol, is

L(∆f) ≈ 2π2σ2
T

(
fc

∆f

)
1

Tsymbol
.

For an accumulated jitter of 75 ps over a 100 µs symbol, which
allows for a −0.14 dB degradation in the SNR for an ideal
matched filter with a Gaussian monocycle, we would require
−103 dBc/Hz at a 100 kHz offset for f c = 100 MHz. This
level of performance seems achievable, as [24] reports a low
power oscillator, digitally trimmable to 0.3 PPM with phase
noise −100 dBc at a 100 Hz offset. Fig. 4 shows these phase
noise requirements versus symbol rate along with boundaries for
performance from common implementations based on reported
results in the literature. One can see that the jitter specification
is relaxed enough to allow for a ring oscillator implementation,
suggesting that complete integration is possible. However, as
we will see, the matching requirement between the TX and RX
oscillators will be more stringent and will likely preclude a ring
oscillator without an external precision component or crystal.

2) Clock Matching: The matching between the transmit and
receive clocks must be accurate enough to allow the digital
backend to track the drift. In our design the correlation results
are compared at the symbol rate, thus requiring the drift over a
symbol’s reception to be a fraction of a sampling bin to keep

Fig. 4. Allowable phase noise for 75 ps standard deviation jitter over one
symbol.

Fig. 5. Allowable mismatch for 100 ps drift over one symbol.

the energy within that correlator. Defining fc = 0.5 ∗ (fRX +
fT X ) and ∆f = |fRX − fT X |, we may express this constraint
as

∆f

fc
≈ 1

2
fsymbol∆Tbin.

Given a minimum symbol rate of 10 kHz, then for a −0.15 dB
degradation from an ideal matched filter, 100 ps of drift is the
worst-case allowable. From Fig. 5 we see that this requires very
stringent matching with ∆f/f c equal to 0.5 PPM. This value
is only necessary to support the slowest symbol rate; i.e., a 1
MHz pulse rate with a length 1000 spreading-gain sequence.
This implies that a crystal oscillator will be necessary if longer
transmit ranges (and hence longer spreading codes) or slower
pulse rates (for heavily duty-cycled power savings) will be used.
For our system, a lower cost and lower precision crystal was
selected in conjunction with tuning through oscillator pulling,
to meet the matching specification.
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TABLE II
ERROR PROBABILITY GIVEN ADC OFFSET

3) Clock Generation Architecture: To chose an architecture
for clock generation, first we observe that we want the oscillator
frequency to be as low as possible to save power in the oscillator,
as gm , and hence Ibias in submicron CMOS scales roughly as
f2

c [24]. To accommodate this, either a phase locked loop (PLL)
or delay locked loop (DLL) may be employed. A DLL was
chosen as it is possible to drive the entire system from a slower
clock if the pulse rate for the system is chosen to be at or below
the delay spread of the channel. By selecting the delay line length
and fc appropriately, we can get well-controlled 0.5 ns steps
between consecutive delay cells and generate a virtual 2 GHz
effective sampling rate by combining the delayed clock phases.
An additional benefit of a DLL is that it does not accumulate
jitter [25] and hence should have better jitter performance than
a PLL. The per-stage divider jitter is proportional to the output
slope [26], and with careful design, the total jitter (oscillator
plus DLL plus control logic generation for the ADC sampling)
can be kept below the 75 ps target. From the oscillator, we also
may derive the pulse repetition clock for transmission using a
programmable divider for flexibility.

C. Gain, Offset, and Noise Figure

Ideally, a comparator switches exactly when one input is
infinitesimally larger than the other. With this level of accuracy,
no gain stages would be necessary as one could simply sample
the antenna voltage directly. In practice, the offset voltage seen
at the input of the comparator will determine the minimum
amount of gain necessary to ensure accurate sampling. Modeling
the offset, the probability of a comparator making a mistake is
calculated as

P (Error) =
∫

P (Error |VOS)P (VOS) dVOS.

Assuming V OS is Gaussian with a mean systematic offset µVOS

and variance σ2
VOS, and taking the input as Gaussian, zero mean

with variance σ2
N , we can calculate the probability of a com-

parator making an error. The exact impact of a comparator error
depends on a particular set of Y , the matched filter coefficients,
hence the probability of a sampling error is analyzed for differ-
ent σN /σVOS ratios (assuming the comparators are designed
without systematic error).

For an error rate of 1%, the minimum gain necessary may
be determined relative to the expected offset voltage variance.
Mismatch simulations indicate that simple differential sampling
with near minimum sized devices yields offsets on the order of
tens of mVs for a 1 GHz tracking bandwidth. Incorporating off-
set cancellation into the comparator can bring this number down
to several mV. The data in Table II implies the input signal to
a 1 bit comparator must be on the order of 33 mV. The max-
imum gain condition would be a minimum input signal; i.e.,
thermal noise at room temperature over 1 GHz of bandwidth at

the 50 Ω input to the gain stages times the input noise figure,
corresponding to 75 dB of gain. However, the expected levels
of interference are much higher than this minimum; e.g., for
a −40 dBm input, we need only about 25 dB. The minimum
gain required depends upon the maximum interference level we
wish to accommodate without clipping. At very high interfer-
ence levels, no gain would be required at all, but performance
would be very poor due to the large amount of interference. A
reasonable range was chosen from about 50 to 10 dB, with a gain
stage architecture that allows the ability to directly trade current
consumption for gain. Especially for high gain, but even for low
gain, offset will need to be controlled. Note that offset arises
not only from the comparators, but also from the preceding gain
stages. Without the use of offset cancellation techniques and/or
capacitive coupling between stages, the systematic offset would
saturate the comparators.

In addition to offset, the noise figure of the front end is of-
ten considered a critical design parameter. In an interference-
dominated channel, though, this is not the case. The presence
of large interferers dwarf the extra noise contribution from the
front end circuits themselves. Thus, to save power, we may re-
lax the LNA requirement without degrading the overall system
significantly. The primary LNA design constraint becomes one
of impedance matching to the antenna. This helps reduce power,
as often the only way to achieve a low noise figure is to consume
a large amount of current. In order to reject digital switching
noise, a differential topology was chosen even though this dou-
bles the power consumption. The gain stages, and wideband
input-matching stage in particular, are predicted to consume the
most power in the system.

D. Digital Signal Processing Requirements

As the processing has been moved into the digital domain, one
concern may be that the computational load will either balloon
in area or dominate power consumption itself. To evaluate this,
the pulse template filter resolution and the issue of acquisition
and area are examined. Low rate, impulse UWB has an innate
problem with fast acquisition as one must search over the entire
cycle to find the pulse. This is made more difficult if a spread-
ing sequence is overlaid, as the spreading phase must also be
determined. To accommodate this, a hybrid parallel/serial archi-
tecture is chosen consisting of a bank of pulse template filters,
with each filter followed by an independent bank of despreading
correlators.

Using the same conditions as Section IV, the SNIR per pulse
is recalculated against the template filter coefficient bit-width, as
shown in Fig. 6. In this case we see that a 1 bit coefficient is not
necessarily adequate, as performance is predicted to be worse
over all levels of interference. Note that template coefficient
resolution is a separate issue from ADC resolution. For a 1 bit
ADC input, the filter is correlating the zero crossings of the
input against the expected pulse shape. Intuitively, the more
accurate our knowledge of the expected pulse shape, the better
we can weight those zero crossings to estimate the presence or
absence of a pulse. This is distinct from the case where the ADC
becomes overwhelmed in noise and increased ADC resolution
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Fig. 6. SNIR versus interference over template filter resolution.

Fig. 7. Simulated versus predicted error for template filter output given 1 bit
ADC.

only captures the noise more accurately, which doesn’t aid in
estimating the presence of a pulse unless we are able to subtract
the noise.

Fig. 7 depicts the result of a time domain simulation to double
check the linear system model. Results for this case agree that
more than 4 bits of coefficient resolution in the template filter
produce no improvement in the system performance.

In order to explore the implementation cost of the digital
backend, we assume a binary antipodal receiver with a spread-
ing code overlaid on top of the pulses to improve reception range
as discussed in [27] and shown in Fig. 8. Data from the front
end enters the digital backend which aggregates several consec-
utive windows of data, 16 ns long each sampled at 2 GSa/s into
a block of up to 256 samples (128 ns). To speed acquisition,
128 samples are searched in parallel by 128 matched filters. To
guarantee that a pulse doesn’t straddle the boundary between
steps, 256 samples are needed. The pulse-matched filters are of
length 128 samples (64 ns), sized to the expected delay spread
for an UWB indoor channel [28] to allow for future experi-
mentation with channel estimation and/or interference cancel-

Fig. 8. Example digital backend architecture.

lation, even though a smaller pulse template is being used. The
matched filter outputs are then sent to either an acquisition or
synchronization block. For synchronization, as only three val-
ues, “early,” “on-time” (or “sync”), and “late” are needed, all of
the other matched filter inputs are disabled to save power. For
acquisition, we search over all 128 samples and 11 spreading
code phases at a time as a compromise between area and search
time. Once a correlation peak above the programmable thresh-
old is found by the peak detector logic, the backend switches
from acquisition to tracking mode. Because binary antipodal is
used, the data recovery block is a simple slicer based on a pro-
grammable threshold. In the interest of flexibility, two different
spreading sequences may be used: one for acquisition and one
while synchronized. Both sequences may be of length 1 to 1024.
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Fig. 9. Template filter area versus resolution over filter length.

Fig. 10. Digital area versus worst-case acquisition time.

Fig. 9 depicts the impact of template filter coefficient resolu-
tion in area per filter block for different filter lengths. Increasing
filter length causes a geometric increase in area. Increasing the
matched filter resolution (bit-width) linearly increases the area
with a tap-size dependent slope. While the delay spread of the
channel may be larger than 64 ns (128 samples), often a major-
ity of the energy is concentrated in 32 ns or less of time, which
saves area at the expense of worst case performance. Note that
the filter coefficients are fully programmable, in the interest of
maintaining flexibility for experimentation.

For longer distance operation, we trade data rate for range by
overlaying a spreading code; i.e., in a direct-sequence spread
spectrum (DSSS) manner. This additional coding increases the
acquisition burden on the digital backend and there is a geo-
metric increase in complexity for correlating in parallel over
the spreading sequence. Searching all phases simultaneously is
prohibitively large. Fig. 10 shows the tradeoff between the total

digital area, template filter bank plus correlator banks, and ac-
quisition time versus the number of phases of the spreading code
correlated in parallel. For our design example, an area of around
10.2 mm2 is predicted, using a window size of 256 samples for
a 128 sample pulse size, with 4 bit coefficients in the matched
filter, pulses sent at a 5 MHz rate and a maximal spreading
length of 1024 chips. Note that to search a bigger (or smaller)
window in parallel, these curves will move up (or down) by the
same factor; i.e., 2x window is 2x area. Likewise, if either the
pulse rate is sped up, or the spreading length decreased, then
the acquisition time will improve by the square of the factor.
For example, a shorter spreading sequence means fewer phases
to search over in addition to a shorter wait for each sequence.
Depending upon the desired conditions, these curves may be
scaled or shifted to predict the area consumption.

V. CONCLUSION

In this paper, a system architecture for an integrated, CMOS,
impulse ultra-wideband transceiver suitable for sensor network
applications is presented and modeled. In particular, the system
design constraints are quantified and traded off against imple-
mentation options with a strong focus on reducing power con-
sumption. A mostly digital architecture with a 1 bit ADC front
end is advocated due to the large power savings, simplicity,
flexibility, and scalability it provides with only moderate per-
formance penalty. Binary antipodal modulation is recommended
as the best choice for power consumption efficiency for a fixed
BER. The issues of jitter and matching are explored for the
sampling time base, and matching was found to be the critical
concern, with jitter predicted to less important. For sampling
clock generation, a delay locked loop architecture driven from
an off-chip tunable crystal reference was chosen. Bounds on the
necessary amount of gain in the front end were calculated based
on the offset at the ADC input. Due to the large amount of ex-
pected in-band interference, the noise figure of the front end is
deemed less important and may be sacrificed to save power con-
sumption without deteriorating system performance. Finally the
backend digital system area and acquisition time are explored
for a simple digital architecture, demonstrating that the burden
created by moving the computation into the digital domain is
reasonable if not sensible.
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