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Low-Noise Amplifier Design for
Ultrawideband Radio

Jongrit Lerdworatawee, Student Member, IEEE, and Won Namgoong, Member, IEEE

Abstract—A new theoretical approach for designing a low-noise
amplifier (LNA) for the ultra-wideband (UWB) radio is presented.
Unlike narrow-band systems, the use of the noise figure (NF)
performance metric becomes problematic in UWB systems be-
cause of the difficulty in defining the signal-to-noise ratio (SNR).
By defining the SNR as the matched filter bound (MFB), the
NF measures the degree of degradation caused by the LNA in
the achievable receiver performance after the digital decoding
process. The optimum noise matching network that minimizes the
NF as defined above has been solved. When the narrow-band LNA
assumption is made, the proposed optimum matching network
simplifies to the published optimum narrow-band matching net-
work, and the corresponding NF value also becomes equivalent.
Since realizing the optimum matching network is in general
difficult, an approach for designing a practical but suboptimum
matching network is also presented.

Index Terms—Circuit analysis, circuit optimization, CMOS
analog integrated circuits, integrated circuit noise, MOSFET
amplifiers.

1. INTRODUCTION

HE ultrawideband (UWB) radio is a relatively new tech-

nology that is being pursued for both commercial and mil-
itary purposes [1]-[3]. The rationale for deploying the UWB
radio systems lies in the benefits of exceptionally wide band-
widths in very low frequency ranges, thereby achieving a com-
bination of very fine time/range resolution, ability to resolve
multipath components, and favorable propagation condition of
material penetration at low frequencies [4], [5].

The UWB radio operates by spreading the energy of the radio
signal very thinly from near d.c. to a few gigahertz. Since this
frequency range is highly populated, the UWB radio must con-
tend with a variety of interfering signals, and it must not in-
terfere with narrow-band radio systems operating in dedicated
bands. These requirements necessitate the use of spread spec-
trum techniques. Both time-hopping and direct-sequence spread
spectrum UWB systems have been studied.

The goal of the receiver analog front-end is to condition the
received analog signal for digitization, so that the highest per-
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formance can be achieved after decoding in the digital domain.
The first and probably the most critical component of the analog
front-end is the low-noise amplifier (LNA), whose purpose is
to amplify the received signal from the antenna with as little
distortion and additional noise as possible. This is achieved by
designing an appropriate matching network placed before the
amplifier as shown in Fig. 1(a).

Although great headway has recently been made in efficient
implementation of narrow-band LNA [6], the LNA design
requirements for an UWB radio differs fundamentally. Unlike
the narrow-band LNA, the signal bandwidth of an UWB radio
is several orders of magnitude greater. Hence, the underlying
signal-tone signal assumption employed in narrow-band
LNA design becomes invalid, making many of the existing
narrow-band design techniques based on this assumption also
unsuitable.

The metric generally employed to quantify the performance
of the LNA is the noise factor [or noise figure (NF) in deci-
bels], which is defined as the ratio of the signal-to-noise ratio
(SNR) at the input of the LNA to the SNR at the output of the
LNA [7], [8]. Although the use of the NF metric is straight-
forward in narrow-band systems, its use becomes more diffi-
cult in UWB systems. The main difficulty arises in defining the
SNR. In a narrow-band system, where both the input signal and
noise are assumed to be a single tone at the carrier frequency,
the SNR is obtained by simply dividing the signal power by the
noise power. In an UWB system, however, the input signal is
broadband and the additive noise may be colored. The SNR ob-
tained by simply dividing the signal power by the total noise
power (whose bandwidth must also be defined) is less mean-
ingful, since a higher SNR value defined in this manner does
not necessarily translate to a higher receiver performance. This
is because the performance of the receiver after the digital de-
coding process does not depend on the total signal and noise
power but on the power-spectral density (PSD) of the additive
noise and the impulse responses of the propagation channel and
the transmit pulse.

Because of the difficulty in defining the SNR, existing work
on broadband matching defines the NF as a linearly weighted
average of the single-tone NF [7]. Although such a definition of
NF is a straightforward extension of a single-tone NF and can be
easily computed, minimizing such arbitrary performance metric
does not necessarily improve the overall receiver performance.

For the NF of the LNA to be a meaningful metric in an UWB
receiver, the SNR at the input and output of the LNA should
measure the achievable performance after the eventual digital
decoding process, as it is ultimately the most relevant measure
of performance. Hence, we define the SNR as the matched filter
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Fig. 1.

bound (MFB) [9], which represents an upper limit on the per-
formance of data transmission systems. The MFB is obtained
when a noise whitened matched filter is employed to receive
a single transmitted pulse. By defining the SNR as the MFB,
the NF measures the degree of degradation in the achievable re-
ceiver performance caused by the LNA.

This paper solves the optimum matching network that mini-
mizes the NF with the SNR defined as the MFB. When the input
is assumed to be a single tone, the optimum NF equation con-
verges to the existing minimum NF derivation for a narrow-band
LNA. The optimum matching network, however, requires arbi-
trary reactance values that may be difficult to realize. There-
fore, a suboptimum matching network that approximates the
optimum matching network can be used. An approach for de-
signing the suboptimum matching network using numerical op-
timization technique is described. The performance of both the
optimum and suboptimum matching network is then studied for
different LNA gain and received signal bandwidth. The effect
of narrow-band interferers is also addressed.

The organization of the paper is as follows. The circuit and
system model of the LNA is presented in Section II. In Sec-
tion III, the general solution to the matching network for op-
timal LNA is derived. As this optimal LNA matching is, in
general, not practical, a suboptimal LNA matching technique
is presented by solving a constrained optimization problem as
described in Section IV. The performance results are presented
in Section V. Conclusions are drawn in Section VL.

II. CIRCUIT AND SYSTEM MODEL

Throughout this paper, capital letters are used to denote the
Fourier transforms [e.g., X (w)] of (voltage or current) system
responses in the time domain, which are written in the corre-
sponding lower case letters [e.g., z(¢)]. Sometimes the terms w
and ¢ are omitted for notational brevity unless needed for clarity.

A. MOS Transistor Model

This section describes the transistor model used in this paper.
The quasi-static MOS transistor model is employed to account

General model of LNA. (a) Block diagram of LNA. (b) Equivalent circuit model.

for the high-field effects in short-channel devices. The drain cur-
rent 1 is [8], [10]

Voa — Vas/2) Vs
2UsatcoxW( d d / ) d Vds S Vdsat
I, = (Vds + Lasat) 1
d — V2d ( )
sa COXW%7 Vs Z Vsa
Usat ‘/od + Lasat d dsat

where W and L are the gate width and length, and Coy is the
gate-oxide capacitance per unit area. The gate overdrive V,q,
the effective electron mobility g, and the saturation velocity
Vgat are

Vod = ‘/gs - I/vth (2)
Hn

o= 3

fleft 1 + Vod/Lgsat ( )

VUsat = llfnf‘:sat/2 (4)

where V,, is the gate-source voltage, Vi, is the threshold
voltage, u, is the electron mobility, and eg, is the saturation
electric field. In (1), Vg is the drain-source voltage and Vigqt
is the drain-source saturation voltage, which is given by

Vod

Visat = =———.
doat ‘/od+LEsat

(5)
Since W 1is fixed (assuming minimum length) when V4
and I, are specified, the transconductance ¢,,, the zero-bias
drain conductance ¢40, and the gate-source capacitance
Cys(=2W LCox/3) can be represented in terms of the nor-
malized gate overdrive p(=V,q/Lesat) and power dissipation
PO(:Istupply)

2P, 1+ p/2
g = Fiead ©)
VddLgsat l)(l + /))
2P, 1+p
=v.7- | 7
ga0 VddLgsat |: P :| ( )
2 Po 1 + P
Cys = = . 8
s 3 Vddvsatgsat ( ,02 > ( )
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Fig. 2. Overall system model. (a) System model of LNA. (b) MFB computation at the input of LNA.

B. Circuit Model of LNA

A block diagram of the LNA is shown in Fig. 1(a). The LNA
consists of three components: a matching network, an ampli-
fier, and a load. The amplifier is assumed to be a MOS tran-
sistor with a common-source configuration. Fig. 1(b) is the cir-
cuit model of Fig. 1(a). The received UWB signal is represented
as a voltage generator v(t) and Z(w) = Rs(w)+jXs(w) is the
corresponding source impedance. The MOS transistor is mod-
eled by gate-source capacitance Clgg, a voltage-to-current con-
verter g, Vgs, and two current noise sources i, (t) and 74(t). The
matching network is assumed lossless, consisting of reactance
X1(w) and subceptance By (w), as illustrated by the dash-line
block in Fig. 1(b). For ease of analysis, the source reactance
Xs(w) is grouped with X (w) and referred to as X,(w), and
the gate-source capacitance Cls is grouped with B (w) and re-
ferred to as By(w).

In Fig. 1(b), there exists three noise sources: the received
voltage noise v;(¢) (i.e., consisting of the thermal noise and the
narrow-band interference), the MOS drain current noise ,4(%),
and the induced gate current noise i4(t). Their PSDs are given
by [11]-[17]

Sy, (W) = 4kTRg(w) + Sr(w) )
Sid(w) = 4]€T’ygd0 (10)
2
S, (w) = 4k L) (1)

29do

where &k = 1.38 x 10~23 J/K is the Boltzmann constant, 7" is
the absolute temperature, Sy(w) is the PSD of the narrow-band
interferer, and <y and ¢ are the coefficients of channel and in-
duced gate noise. In (9), the first term on the right-hand side is
the input thermal noise and the second term is the received in-
terference noise (i.e., narrow-band interferer). When computing
the NF, S, (w) is assumed by definition to consist only of the

input thermal noise with noise temperature of 290 K. The inter-
ference term Sy(w) is considered when studying the effect of
narrow-band interferer on the LNA design in a later section.

The random noise processes ¢4(t) and i4(t) are correlated
with correlation coefficient ¢ given by [15]

. Sigig(W)
VS, (W) - /S, (W)

where S; ;, (w) is the PSD of the cross-correlation of 74 (#) and
i4(t). For a long-channel transistor, v, 6, and ¢ are classically
equal to 2/3,4/3, and j0.394, respectively, but they are higher
for a short-channel transistor.

(12)

C. System Model of LNA

Fig. 2(a) is the system model of the circuit model in Fig. 1(b).
The objective is to design the causal matching network [i.e., re-
actance X,(w) and subceptance By(w)] so that the SNR of the
output voltage v, (t) is maximized. The voltage amplification
of the received voltage signal v(t) is achieved in two stages by
the matching network and the transistor. In the absence of the
induced gate noise 44(t), the highest output SNR is obtained
by maximizing the gain in the matching network so that the ef-
fect of the drain noise is minimized. This is achieved by set-
ting X,(w) = 1/By(w) and making | X, (w)]| as large as pos-
sible. In the narrow-band system, such matching is equivalent
to simply tuning the matching network to resonate at the car-
rier frequency. In the realistic case with the induced gate noise
i4(t) present, however, increasing the gain in the matching net-
work too much reduces the output SNR as i,(t) is also ampli-
fied. Hence, there is an optimum gain in the matching network
that balances the combined effects of 4,(t) with signal amplifi-
cation. The matching network should also exploit the correlation
between i, (t) and i4(t) to reduce the total noise at the output.
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For ease of analysis, the induced gate noise i,(t) is decom-
posed into two orthogonal components, i.e.,

is(0) )

m
where ® is the convolution operator, ig, (%) is the component of
i4(t) that is uncorrelated to i4(t), and y.(t) is the equivalent cor-
relation admittance between i, (t) and i4(t)/ gy, . Premultiplying
both sides of (13) by ¢%;(t — ) followed by the expectation oper-
ation, the Fourier transform of the correlation admittance Y, (w)
can be obtained and given by

Siyia
V) =0 g
. Im [ 6
= C - —_— JR—
I {gd()'c' 57}
2 jB.(w). (14)

The second equality in (14) is obtained by using (10)—(12).

D. Matched Filter Bound

The MFB, also called the “one-shot” bound, is an upper limit
on the performance of data transmission systems with inter-
symbol interference (ISI) [9]. As an example, the computation
of the MFB at the input of the LNA is illustrated in Fig. 2(b).
An impulse is transmitted through the equivalent pulse response
P(w), which represents the combination of both the transmitted
pulse and the propagation channel. After being corrupted by
vs(t), the resulting signal is the input to the LNA. To compute
the MFB at this point, the input to the LNA is noise whitened
followed by a matched filter that is matched to both the pulse re-
sponse and the noise whitening filter. The matched filter output
is then sampled when the signal is at its maximum. The resulting
SNR is the MFB.

Using the MFB definition of the SNR, the SNR at the input
of the LNA (i.e., the SNR of the received input signal) is given
by

> PP
SNRin = dw. 15
L s )
Similarly, the SNR at the output of the LNA is
- | P(w)?
SNRout = ———— dw. 16
= s

In (16), S,,, (w) represents the input-referred noise PSD of all
the internally generated noise sources to the gate of the LNA,
which is given by

— 2 2 2 2
Svir - Sigu (Rs + Xa) + [Rs(Bb + BC)
Si
+ (1 - X(l,(Bb + B(‘)) ] de (17)
where the spectrum of the uncorrelated gate noise (ig, (%)) is
Cls
Siga(w) = 4mM(1 —|ef*). (18)
59110

Since the SNR;,, is unaffected by the LNA matching network,
minimizing the NF is equivalent to maximizing the SNRy¢
given in (16). Hence, the objective in designing the LNA
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matching network is to design X,(w) and Bjy(w) so that
SNR,u: 1s maximized.

III. OPTIMAL LNA MATCHING

Reactance X,(w) and subceptance Bj(w) that maximize
SNR,y¢ are obtained by differentiating the indefinite integral
in (16) with respect to X,(w) and By(w), setting the result
to zero, and solving for X, (w) and Bj(w). Depending on the
operating conditions, two possible results can be obtained.
First, if S;, (w)R%(w)g2, > Si,(w), the optimum X, (w) and
By (w), denoted as X, opt(w) and Bb_opt (w), are given by

a ,opt (w) (19)
By opt( B.(w). (20)

Second, if S;,, (w)R%(w)gZ, < Si,(w), which is the typical
operating condition, X, opt(w) and By opt(w) become

w)—

Xasopt () = £/ Ra(w)(V/I/T(@) - @
B () = # T (VT - Bu(e) - Bil)
(22)

where I'(w) is the ratio of the uncorrelated gate noise to the
normalized drain noise and given by

Sig“(w) 0 gﬁi}, 2 2
F(w) - Sid(w) /g%n - 57 930 (1 |C| )(wcgs) :
In (21) and (22), there are two possible optimal matching solu-
tions as indicated by “#,” both of which yield the same min-
imum NF.

Reactance X, opt(w) and subceptance By opt(w) given in
(19) and (20) [or (21) and (22)] minimize the total output noise
by appropriately selecting the voltage gain in the matching
network and by exploiting the correlation between ,(¢) and
14(t). The first operating condition with the corresponding
matching network in (19) and (20) represents the condition
when ig4,(t) is large relative to i4(t), i.e., the first term on
the right-hand side of (17) is greater than the second term.
The optimal solution is then to minimize the effect of ig, (%)
by setting X, opt(w) = 0 and use By opt(w) only to exploit
the correlation between i,(¢t) and i4(¢). However, when i,4(¢)
is large relative to ig,(t), which corresponds to the second
operating condition, the optimal matching network given in
(21) and (22) allows some amplification of 44, (t) to best exploit
the correlation between i4(t) and i4(t).

The optimal matching network minimizes the degradation
in SNR,,¢ caused by the additive noise at every frequency, and
hence they become independent of the received signal pulse and
the narrow-band interferer. In a realistic matching network with
a fixed structure, however, designing X, (w) and By(w) with
arbitrary reactance and subceptance as assumed in the optimum
matching network is in general not possible. The matching
network then becomes a function of both the transmitted
signal pulse and the narrow-band interferer. The suboptimum
matching network is described in the following section.

When computing the NF, S,,_(w) is, by definition, the PSD of
a white thermal noise with noise temperature of 290 K. After de-

(23)



LERDWORATAWEE AND NAMGOONG: LNA DESIGN FOR UWB RADIO

termining the output SNR of the LNA by substituting (19)-(22)
into (16), the optimum NF NF,¢ can be obtained as shown in

(24) at the bottom of the page, where Pr = [ |P(w)|* dw
{w Slg“ )Rz(w)gfn > S;,(w), for Vw} (25)
= {w: S, (w)R2(w)g2, < Si,(w),forVw}  (26)

and wr is the unity gain angular frequency

9Im 3 Vsat (1 + P/Z)l)
wr = =- — (27)
"7 G 4L (1492

The corresponding signal-voltage power gain (in units of
V2/V?) of the LNA with the optimal matching network,
denoted as Gopy is

_ .2 p2
GOPt - ngload

* /O; (I~ Xaopt (@) Br.opt <i>>2
X <%ﬂ> dw.

As will be shown in the following sections, a tradeoff between
high Gp¢ and low NF ¢ exists by varying p for a given F,.

+ (Rst-,OPt (w))?
(28)

A. Narrow-Band LNA

In a narrow-band LNA, the input signal is assumed to be a
single tone when determining the NF. This assumption corre-
sponds to P(w) being a nonzero value only when |w| = wo,
where wy is the angular frequency of the single tone. Assuming
Si,. (wo)R2(wo)gZ, < Si,(wo), the optimum NF given in (24)
then simplifies to

467

(1 [ef2).

The NF equation in (29) is identical to the minimum NF equa-
tion calculated for a narrow-band LNA in [8, Ch. 11, eq. (22)].
The corresponding optimum source admittance in [8] can also
be obtained based on (21) and (22). As shown in Fig. 3, the
equivalent source admittance Yeq(=Geq + jBeq) can be written
as

NFope = 14+ 22 (29)
wr

Ry (wo) gm 6
—_ — 1 _
Geq(w0> Rz( )+Xa Opt( ) gdowocgs ( |c| )
(30
Xa 0
Beq(wo) = Bp,opt(wo) — woCles — pt(wo)

Rg(wo) + Xa opt(wo)

A

where (30) and (31) are equivalent to the optimum source
conductance and subceptance of a narrow-band LNA derived in
[8, ch. 11, egs. (20), (21)]. Hence, when the narrow-band LNA

&1y
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Fig. 3.

assumption is made, the optimal wideband matching network
proposed in this paper simplifies to the published optimum
narrow-band matching network. The corresponding NF value
is also equivalent.

B. Constant P(w)

To better understand the effects of the wideband input signal,
P(w) is assumed to have a brickwall frequency response with
a passband |w| € (wi,w2). Assuming S; , (w)R2(w)g2, <

S;,(w), the optimum NF given in (24) then becomes
A Aw

In (3224)
where A £ (1/wr)y/(457/5)(1 — [c]%) and Aw = wy — w;.

Making the generally valid assumption that Aw; > 1, (32) ap-
proximates to

NFopq = (32)

NFoptzA.Aw: A Aw

() w(1+2e)
where (33) shows that the optimum NF is proportional to
Aw/In(1 + Aw/wq). Since the numerator of this ratio in-
creases faster than the denominator as Aw increases, the
achievable NF worsens as the signal bandwidth widens. Hence,
the achievable performance of the LNA degrades as the input
signal becomes more wideband.

(33)

IV. SUBOPTIMAL LNA MATCHING

Since realizing the optimum matching network is in general
difficult, a heuristic approach for determining a practical but
suboptimum matching network is presented. Based on the fre-
quency responses of X, opt(w) and By pt(w), a structure for
the suboptimum matching network that best approximates the
optimal responses is first selected. The inductance and capac-
itance values in the selected structure are then chosen to max-
imize the SNR,,¢ in (16) using numerical optimization tech-
niques. The effectiveness of the suboptimum matching network
can be determined by comparing the resulting NF with the lower
bound set by NF,p¢ given in (24). A small difference between
these two NF values implies that the suboptimum matching net-
work is effective and that it achieves near optimum matching
performance. A large difference, however, suggests that a dif-
ferent (and probably more complex) structure for the subop-
timum matching network should be chosen.

1

NFopt =

1 (IP
Y 9do 202
1+ gmRs am +5qd0w Cgs Pr

1951

<“’>‘2)dw+f . . (\P}(;Tnz)dw

(24)

422 /22 (1-e]2)

Qs
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To better illustrate the suboptimum matching network design
approach, a specific design example is considered. For ease of
explanation, the inductors in this example are assumed ideal, al-
though more complex inductor models can also be readily em-
ployed. In our example, the source impedance is resistive (i.e.,
Rs(w) = 50 © and X (w) = 0) over the frequency band of
interest. As in [18], the received signal pulse is assumed to be a
second derivative of a Gaussian pulse, i.e.,

p(t) = \/% (1 - H 2) exp (—% ED (34)

where o is the standard deviation of the Gaussian pulse. Its cor-
responding Fourier transform is

P(o) = \/@ ol exp (o).

Reactances X, (w) and X;(w)(= —1/By(w)) for both the
optimum and the suboptimum matching networks are shown in
Fig. 4. A plot of the transmit signal pulse is also shown for ref-
erence. The operating conditions are assumed to be o = 0.1592
ns, g, = .7.7mS, and Cys = 1 pF. To realize the suboptimum
matching network, X, op¢(w) is approximated using an inductor
and X op¢(w) using a capacitor. A circuit model of the subop-
timum matching network is shown in Fig. 5, and the resulting

(35)

Zload

1 -

frequency response of the optimum and suboptimum matching
network is plotted in Fig. 6. The reactance X, (w) and subcep-
tance By(w) of the suboptimum matching network with induc-
tance L,, and capacitance C,, are jwL, and jwC}, respectively,
where Cy = Cygs+ Cy, and L, = Ly,. The choice of L, and Cy
is determined by solving the following constrained optimization
problem:

1
minimize NF =

36
|P(w)|? (36)
Pr

)dw

where F(w) is the contribution due to the uncorrelated gate
noise gy (t), and F5(w) is the contribution due to the drain noise
14(t) and the component of the gate correlated to i4(t), i.e.,

o] 1
f—oo 1+ Fy (w)+Fa(w) (

subjectto L, >0, Cy > Cgs 37

0  gm 2y, .22 2 2
F = —(1 - C: R L, 38
1(w) Sgm Rs ng( B gs [ s+ (wlha) ] (38)
2
Y 9do 2 2 Im 0
F(w)=———(Rw” |Cp+ Cgs | — ||y —
2( ) ng< 9m ’ & (gd0| | 57)]

2

+

o))

1 - WL, <Cb +Cl (g—m|c|
9do

(39)
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The corresponding signal voltage power gain (in units of
VZ/V?)is

oo 1 |P(w)|2
G 2 / dw.
Imiioad (1 —w?L, G2 + (szOb)2< Pr A
(40)

In the above constrained optimization problem, the values
for L, and Cj, that minimize NF in (36) can be solved by ap-
proximating the integral by finite summation and using numer-
ical iterative search techniques such as the sequential quadratic
programming (SQP) method [19]. To prevent convergence to a
local minimum using these iterative search methods, the initial
guesses for L, and C}, must be sufficiently close to their op-
timal values. A good initial guess can be obtained by choosing
L, and (Y, values that accurately approximate the optimal reac-
tances over the signal frequency band.

V. RESULTS AND DISCUSSIONS
A. Parameter Extraction

The performance results presented in this section are for the
design example given in Section IV. The parameters for the
transistor model in Section II-A are obtained using the Y -pa-
rameter analysis technique [20] with BsimV3V model and the
Cadence SpectreRF simulator. For L = 0.24 pm and Viupply =
2.5 V, the following transistor parameters were extracted:
Vear = 73.6 Km/s, ecap = 4.96 MV/m, and C,, = 7.3 mF/mZ2.
Fig. 7(a)—(c) shows the drain current /;, the transconductance
gm, and the zero-bias drain conductance g49 obtained from
SpectreRF (represented by dots) along with the corresponding
curves obtained by using the extracted parameters with (1),
(6), and (7). A close agreement between simulation and the
equations using the extracted parameters is observed.

Parameters 7, 4, and c used to characterize the transistor noise
in Section II-B cannot be determined using SpectreRF, since
the induced gate noise is not modeled. Hence, these parame-
ters are obtained based on the experimentally measured two-port
noise parameters for selected transistor sizes and operating con-
ditions. Parameters -, ¢, and c¢ are extracted using the noise
de-embedding technique described in [21]. The resulting values
are v = 1.0,6 = 4.0, and ¢ = 0.98 j. Fig. 8(a)—(c) shows
the drain noise 74(t), the induced gate current noise %4(t), and
their cross-correlation coefficient ¢ as a function of frequency.
The dots represent the experimentally measured values and the
curves represent the estimates using (10), (11), and (12) with
extracted parameters. A close agreement is again observed be-
tween the dots and the curves.

B. Performance Results

The performance results are obtained using the ex-
tracted parameters described in the previous subsection.
The source and load impedance are assumed resistive, i.e.,
Zs(w) = Zioada(w) = 50 2. The received signal pulse is the
second derivative of a Gaussian pulse given in (34) with o of
0.1592 ns unless stated otherwise.

Fig. 9(a) plots the NF as a function of the normalized gate
overdrive p for different power dissipation P, values. The cor-
responding signal voltage gain G (in units of V?/V?) for the
same operating conditions is shown in Fig. 9(b). The NF curves
are obtained using (24) for the optimum and (36) for the subop-
timum matching networks and by replacing all occurrences of
gm and Cys with p and P, [using (6) and (8)]. The optimum
NF monotonically decreases and converges to an asymptotic
value with increasing p. In the suboptimum matching network,
however, there is an optimum p that minimizes the NF for a
given P,. The gap between the minimum NF of the suboptimum
matching network and the optimum NF narrows with increasing
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Fig.7. Comparisons between the simplifed MOS model in Section II-A and BsimV3V for the n-type MOSFETSs with channel length of L = 0.24 um and different
widths of W =16 x 5,32 X 5, and 64 X 5 um, all biased at V3, = 1 V. Dots are obtained using SpectreRE. Curves are based on extracted transistor parameters.
(a) Drain current I4 versus gate overdrive voltage V4. (b) Transconductance gm versus gate overdrive voltage V4. (c) Zero-bias drain conductance gqo versus

gate overdrive voltage V4.

P,. For example, when P, = 10 mW, the NF of the suboptimum
matching network becomes approximately 1 dB greater than
that of the optimum NF. This gap can be further reduced by in-
creasing P, and/or employing more sophisticated matching net-
work than the simple inductor and capacitor employed in Fig. 5.
The G curves for the optimum and suboptimum matching net-
works are obtained using (28) and (40), respectively. For both
matching networks, G increases with P,. A maximum G exists
for the suboptimum matching network.

In Fig. 10, the NF is plotted against G of both the optimum
(dash line) and the suboptimum matching networks (solid line)
by fixing P, and varying p. The region in the upper left corner of
Fig. 10 represents the NF and G values corresponding to small

p values. For the optimum matching network, the NF decreases
monotonically [as in Fig. 9(a)] whereas G peaks then drops with
increasing p. The peaking occurs because the two gain compo-
nents of GG change in opposite directions with increasing p: the
voltage gain in the matching network increases but g, of the
transistor decreases [see (6)]. The suboptimum matching net-
work behaves similarly to the optimum matching network, ex-
cept that the NF does not decrease monotonically. This results
because there is an optimum p that minimizes the NF as shown
in Fig. 9(a). Fig. 10 suggests that this optimum p also approxi-
mately maximizes G.

In Fig. 11, the NF and G of the suboptimal matching LNA
are plotted as a function of o. Although the advantages of the
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Comparison between the device noise PSD obtained from measured two-port noise parameters and from extracted 7, 8, and ¢ values for n-type MOSFETSs

of channel lengths L = 0.24 um and widths of W = 16 X 5,32 X 5, and 64 X 5 um, all biased at V4, = 1 V. Dots are obtained using measured two-port noise
parameters. Curves are obtained using equations in Section II-B with extracted parameters. (a) Induced gate noise versus frequency. (b) Drain channel noise versus

frequency. (c) Cross-correlation coefficient versus frequency.

UWB radio described in Section I generally improves with
narrower pulsewidth (or increased signal bandwidth), both the
NF and G of the LNA worsen. This degradation in NF occurs
because as the pulsewidth narrows, the signal spectra widens
and a greater percentage of the signal spectra falls in the higher
frequency region where i4(¢) with its PSD proportional to
w? becomes more significant. Since the voltage gain of the
matching network must also be reduced to minimize NF, the
overall gain G is correspondingly degraded. The effect of i,(¢)
on both the NF and G can be improved by increasing P, as
shown in Fig. 11. Increasing P, results in higher g,, [see (6)]

and also shifts the induced gate noise [S;, (w) in (11)] upwards
in frequency.

C. Narrow-Band Interferer

The UWB radio must coexist with many narrow-band radio
systems located within its signal bandwidth. Ideally, the design
of the LNA in the UWB radio should be optimized to account
for the effect of these narrow-band radio systems, which can be
modeled as narrow-band interferers. In practice, however, the
spectrum of these interferers are not known a priori, making
such optimization at design time difficult. The effectiveness of
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Fig. 9. Contours of suboptimal (solid line) and optimal (dash line) curve as a function of the normalized gate overdrive (p) with P, ranging from 2 to 10 mW

(increasing P, in the direction of the arrow) (a) NF. (b) Gain.

the proposed LNA matching network, therefore, depends on its
sensitivity to these narrow-band interferers. We quantify this
sensitivity by computing the degradation in the output SNR rela-
tive to the input SNR of an LNA designed assuming no interferer
is present (when an interferer is in fact present) to an LNA de-
signed with perfect knowledge of the interferer spectrum S (w).
For ease of explanation, we subsequently refer to the former

LNA as the “approximate” LNA and the latter LNA as the “ac-
curate” LNA. Since the optimum matching network given in
(19)-(22) is independent of the interferer spectrum Sy(w) as de-
scribed earlier, only the suboptimum matching network is con-
sidered.

The narrow-band interferer is assumed to have a brickwall
spectrum that is 50 dB greater than the input noise floor. For
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worst case analysis, we assume that the interferer is centered at
the frequency corresponding to the peak of the received signal
spectrum. In Fig. 12, the loss in SNR of both the approximate
and accurate LNA is plotted as a function of the gate overdrive
p for different P, values. The bandwidth of the interferer is as-
sumed to be 10% of the bandwidth of the Gaussian transmitted
pulse, which is defined as the frequency band within which 90%
of the signal energy is contained. The difference in NF between
the approximate and accurate LNA depends on p. Since the re-
ceiver has no a priori knowledge of the interferer, p of the ap-
proximate LNA should be set to minimize the NF when no in-
terferer is present (see Fig. 9). The approximate LNA then suf-
fers less than 0.2 dB compared to the accurate LNA. This small

Contours of the NF (solid line) and signal gain (dash line) as a function of pulsewidth for suboptimal matching.

degradation in performance of the approximate LNA is not sur-
prising since the suboptimal matching network approximates
the optimum matching network, which is independent of the in-
terferer. The gap between the two LNAs in Fig. 12 can be further
reduced by employing a matching network structure that better
approximates the optimal matching network.

D. Design Example

A design example of an LNA with suboptimal matching net-
work is described when the power consumption is constrained
to be 8 mW and the equivalent pulse response P(w) is a second
derivative of the Gaussian pulse with ¢ = 0.1592 ns. From
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TABLE 1
LNA NOISE MATCHING DESIGN EXAMPLE WITH POWER CONSTRAINT OF P, = 8 mW
Design Type Design Parameters Value
Width (um) 64x5
MOS Vgs (mV) 715
Transistor Computed gm (mS) 56.1
Simulated gm (mS) 50.5
La (nH) 4.5
Narrowband Cb (fF) 914
Matching Computed G (dB) 11.38
Network Simulated G (dB) 10.87
NF (dB) 1.61
La (nH) 32
Suboptimal Wideband Cb (fF) 914
Matching Computed G (dB) 10.29
Network Simulated G (dB) 9.75
NF (dB) 2.87
Optimal Wideband Computed G (dB) 15.1
Matching Network NF (dB) 1.4

Note: Computed value of ¢,, and G are based on (6) and (4). Simulations are also carried out with Bsim V3V model using Cadence SpectreRF. NFs are calculated

using parameters 7, 6, and ¢ that were extracted from experimentally measured noise parameters.

Fig. 9(a) and (b), the minimum NF is obtained when p = 0.2
and the maximum voltage gain when p = 0.05. As a compro-
mise between voltage gain and NF, we choose p to be 0.1. The
gate bias voltage is determined using the definition of p. The
transistor width is also readily specified given p and P, from
(8), and it is 320 pum, which we realized using 64 finger each
of width 5 pum. Given the width and bias of the transistor, the
suboptimal matching network is determined by solving the con-
strained optimization problem in (36)—(37). The design param-
eters and the results are summarized in Table I. For comparison
purposes, the performance of an LNA with optimum matching

network and a narrow-band LNA are also included in the table.
The narrow-band LNA is designed by solving the constrained
optimization problem in (36)—(37) assuming is a single-tone
pulse centered at 1.4 2 GHz, which corresponds to the peak of
the second derivative of the UWB Gaussian pulse.

VI. CONCLUSION

In contrast to narrow-band systems, the use of the NF perfor-
mance metric becomes problematic in UWB systems because
of the difficulty in defining the SNR. For the NF of the LNA
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to be a meaningful metric in an UWB receiver, the SNR should
measure the achievable performance after the eventual digital
decoding process, as it is ultimately the most relevant measure
of performance. Hence, the SNR is defined as the MFB, which
represents an upper limit on the performance of data transmis-
sion systems. By defining the SNR as the MFB, the NF mea-
sures the degree of degradation in the achievable receiver per-
formance caused by the LNA.

Using the above definition of NF, a general approach for de-
signing an UWB LNA that minimizes the NF has been devel-
oped. Minimizing the NF is equivalent to maximizing the output
SNR, since the input SNR is unaffected by the matching net-
work. The matching network consists of two lossless reactances,
which are connected in series and in parallel to the MOS ampli-
fier. The optimum matching network that minimizes the NF with
the SNR defined as the MFB has been solved. When the input
is assumed to be a single tone, the proposed optimum matching
network simplifies to the published optimum matching network
of a narrow-band LNA. The corresponding NF value also be-
comes equivalent. Since realizing the optimum matching net-
work is in general difficult, a heuristic approach for designing a
practical but suboptimum matching network is also presented.
The performance of a simple suboptimum matching network
consisting of an inductor in series and a capacitor in parallel
to the MOS amplifier is evaluated. Although this simple sub-
optimum matching network performs reasonably well, the per-
formance can be further improved by employing a different and
probably more complex structure that better approximates the
optimum matching network.
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