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Abstract| The use of time-hopped block wave-
form encoding PPM signals sets for multiple access
communications is studied. The multiple access
performance is analyzed in terms of the number of
users supported by the system for a given bit error
rate and bit transmission rate. The analysis shows
that this technique is potentially able to provide

multiple-access communications with a combined
transmission capacity of over 500 Megabits per sec-
ond at bit error rates in the range 10�4 to 10�8 using
receivers of moderate complexity.

I. INTRODUCTION

Multiple-access (MA) communication using a time-
hopping modulation employing impulse signal tech-
nology was proposed in [1]. This communication
technique is called impulse radio (IR) [2]. Impulse
radio modulation uses subnanosecond impulse tech-
nology to build ultra-wideband (UWB) communica-
tion waveforms that consist of trains of time-shifted
subnanosecond pulses using time hopping (TH) for
spread-spectrum sequence modulation, and pulse po-
sition modulation (PPM) for the data modulation.
Impulse radio promises to be a viable technique
to build relatively simple and low-cost, low-power
transceivers that can be used for short range, high
speed MA communications over the multipath indoor
wireless channel.

In [1] the single-user MA performance of IR assum-
ing free space propagation conditions and additive
white Gaussian noise (AWGN) was studied. The anal-
ysis assumed that binary PPM signals based on binary
time-shift-keyed modulation are detected using a cor-
relation receiver. The analysis in [1] is quite similar
to that for code-division MA made in [3] and is based
on the fact that both designs use single-channel cor-
relation receivers for phase-coherent detection of the
bit waveform. In this paper we generalize the ideas
in [1] to investigate the use of block-waveform encod-
ing PPM signals to increase the number of users sup-
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ported by the system for a given MA performance and
bit transmission rate, without increasing each user's
transmitted power. We also illustrate some of the
tradeo�s between MA performance and receiver com-
plexity.

II. Channel, signals and multiple-access

interference models

A. Channel and impulse signal models

The model assumed is a channel with ideal propa-

gation condition. The transmitted pulse is wtx(t)
def
=R t

�1
w(�)d� and the received pulse is Aw(t��)+n(t).1

The constants A and � represent the attenuation and
propagation delay, respectively, that the signal expe-
riences over the link path between the transmitter
and receiver. The noise n(t) is AWGN with two-sided
power density No

2
. The signal w(t) is the basic sub-

nanosecond impulse used to convey information. It
has duration Tw, two-sided bandwidth W , and energy
Ew =

R1
�1

[w(t)]2 dt. The normalized signal correla-
tion function of w(t) is


w(�)
def
=

1

Ew

Z 1

�1

w(t)w(t� �)dt > �1 8�:

The minimum value of 
w(�) will be denoted 
min, and
�min will denote the smallest value of � in [0; Tw] such
that 
min = 
w(�min). The correlation value between
w(t� �i) and w(t � �j),i 6= j, is given by 
w(�i � �j).
Note that the signals w(t��i) and w(t��j) are linearly
independent, hence they can never be antipodal.

B. TH PPM signals

The TH PPM signal conveying information exclu-
sively in the time shifts is

x(�)(t) =
1X
k=0

w(t� kTf � c
(�)

k Tc � �k
d
(�)

bk=Nsc

): (1)

The superscript (�), (1 � � � Nu) indicates user-
dependent quantities. The index k is the number of
time hops that the signal x(�)(t) has experienced, and

1The e�ect of the antenna system in the UWB transmitted
pulse is modeled as a derivation operation.



also the number of impulses that has been transmit-
ted. The impulse duration satis�es Tw << Tf , where
Tf is the frame (impulse repetition) time and equals
the average time between pulse transmissions. The

fc(�)k g is the pseudo-random time-hopping sequence
assigned to user �. It is periodic with period Np (i.e.,

c
(�)

k+lNp
= c

(�)

k ,8k; l integers) and each sequence ele-

ment is an integer in the range 0 � c
(�)

k � Nh. The
time hopping code provides an additional time shift
to each impulse, each time shift being a discrete time

value between 0 � c
(�)

k Tc < NhTc seconds.
The time shift corresponding to the data modula-

tion is �k
d
(�)

bk=Nsc

2 f�1 = 0 < �2 < : : : < �Nd
g, with �Nd

small relative to Tf . To simplify the analysis, we fur-
ther assume thatNhTc+2(�Nd

+Tw) < Tf=2. The data

sequence fd(�)m g of user � is an M-ary (1 � d
(�)
m �M)

symbol stream that conveys information in some form.
Impulse radio is a fast hopping system, which means
that there are Ns impulses transmitted per symbol.
The data symbol changes only every Ns hops, and
assuming that a new data symbol begins with pulse
index k = 0, the index of the data modulating pulse k
is bk=Nsc (Here the notation bqc denotes the integer
part of q). If we de�ne

C(�)
m (t)

def
=

(m+1)Ns�1X
k=mNs

Tc c
(�)

k p(t� kTf); (2)

p(t) =

�
1; if 0 � t � Tf
0; otherwise

and

Si(t)
def
=

Ns�1X
k=0

w(t� kTf � �ki ) (3)

for i = 1; 2; : : : ;M; then (1) can be rewritten

x(�)(t) =
1X

m=0

S
d
(�)
m
(t�mNsTf � C(�)

m (t))

def
=

1X
m=0

X
(�)

m;d
(�)
m

(t);

where m indexes the transmitted symbols. Hence the
user's signal x(�)(t) is composed of a sequence of sig-

nals X
(�)

m;d
(�)
m

(t), where each frame-shifted X
(�)

m;d
(�)
m

(t) is

a fast-hopped version of one of the M possible PPM
symbol waveforms fSi(t)g. A single symbol waveform

has duration Ts
def
= NsTf . For a �xed Tf , the M-ary

symbol rate Rs = T�1s determines the number Ns of
impulses that are modulated by a given symbol. Note
that when the hopping pattern in (2) is known, the

signals fSi(t)g and fX(�)
m;i(t)g have the same correla-

tion properties

Rij
def
=

Z 1

�1

X
(�)
m;i(�)X

(�)
m;j(�) d�

=

Z 1

�1

Si(�) Sj(�) d�

= Ew

Ns�1X
k=0


w(�
k
i � �kj );

since for k 6= l the pulses are non overlapping. The
energy in the ith signal is ES = Rii = NsEw, and the
normalized correlation value is

�ij
def
=

Rij

ES

=
1

Ns

Ns�1X
k=0


w(�
k
i � �kj ) � 
min 8�:

C. PPM signals

The PPM signal Si(t) in (3) represents the ith signal
in an ensemble of M information signals,2 each signal
completely identi�ed by the sequence of time shifts
f�ki ; k = 0; 1; 2; : : : ; Ns � 1g.
One way to construct equally correlated (EC) sig-

nals fSi(t)g for M � Ns consists of using the (0; 1)
pattern of an m-sequence [4] of length Ns. Let aki ,
k = 0; 1; 2; : : : ; Ns � 1 the ith cyclic shift of the m-
sequence, for i = 1; 2; : : : ;M . This pattern of 1's
and 0's can be used to de�ne the time shift pattern
f�ki = aki �2; k = 0; 1; 2; : : : ; Ns � 1g representing the
ith signal. Hence, the EC PPM signals can be written

Si(t) =
Ns�1X
k=0

w(t� kTf � aki �2) (4)

for i = 1; 2; : : : ;M . It can be shown that the signals
in (4) have normalized correlation values �ii = 1 and
�ij = �, i 6= j. By using �2 = �min the minimum value
of � is

�min =
Ns�1
2


w(0) +
Ns+1
2


min

Ns

� 1 + 
min

2
> 0 for Ns >> 1:

D. Multiple-access interference model

The following assumptions are made to facilitate
our analytical treatment.
(a) To estimate performance without choosing a

hopping code, we assume that the elements fc(�)k g
for � = 1; 2; : : : ; Nu and for all k, are independent,

2The signal Si(t) is the received signal when
R t
�1

Si(�)d�

is transmitted over the channel in the absence of noise and
interference.



identically distributed random variables. Each c
(�)

k

is uniformly distributed on the interval [0; Nh], and
performance computation is based on signal-to-noise
ratios averaged over the TH sequence variables.
(b) To insure that no hopping code random vari-

ables occur more than once in a symbol time, we as-
sume that Ns � Np.
(c) Asynchronous transmission dictates that the

transmission time di�erences �k � �1, k = 2; : : : ; Nu,
are independent, identically distributed random vari-
ables, with �k��1 mod Tf being uniformly distributed
on [0; Tf ].
(d) We assume that the received monocycle wave-

form satis�es the relation
R1
�1 w(t)dt = 0.

III. System performance

A. Receiver signal processing

When Nu links are active in this MA system, then
the received signal r(t) can be modeled as

r(t) =
NuX
�=1

A(�)x(�)(t� � (�)) + n(t) (5)

where A(�) is the attenuation of user �'s signal over
the IR channel, � (�) represents time asynchronisms
between the clocks of user transmitter � and the re-
ceiver, and the signal n(t) represents non MA inter-
ference modeled as AWGN.
Let's assume that the receiver wants to demodulate

the signal of user � = 1 corresponding to the m-th

data symbol d
(1)
m = j. If only that user is present,

then
r(t) = A(1)X

(1)

m;d
(1)
m

(t� � (1)) + n(t)

When the receiver is perfectly synchronized to the �rst
user signal, e.g., having learned the value of � (1), or
at least � (1) mod NpTf), the receiver can determine
the sequence fTmg of time intervals, with interval
Tm containing the waveform representing data symbol

d
(1)
m (or d

(1)
mmodNp

). In this case the detection problem

consists of deciding between M equal energy signals
in AWGN. Therefore, the optimum receiver consists

of M �lters matched to the signals fX(1)
m;j(t � � (1))g,

t 2 Tm def
= [mNsTf + �(1); ((m+ 1)Ns � 1)Tf + �(1)),

j = 1; 2; : : : ;M , followed by samplers and a decision
circuit that selects the signal corresponding to the
largest output.
When more than one link is active in the MA sys-

tem, the optimal receiver is a complicated structure
that takes advantage of all of the receiver's knowledge
regarding the characteristics of the MA interference
[5] [6]. For simplicity, we will use the M-ary correla-
tion receiver even when there are many transmitters

active, and the detection problem will be the coher-
ent detection of M equal energy signals in the pres-
ence of mean-zero Gaussian interference in addition
to AWGN.

B. Multiple-access system performance

When Nu transmitters are active and the receiver
wishes to determine the data modulating transmitter
� = 1, the received signal r(t) in (5) can be viewed as

r(t) = A(1)X
(1)

m;d
(1)
m

(t� � (1)) + ntot(t); t 2 Tm (6)

where

ntot(t)
def
=

NuX
�=2

A(�)x(�)(t) + n(t) (7)

includes both multiple-access interference and ther-
mal noise, and is assumed to be a mean-zero Gaus-
sian random process. Standard techniques [7] can
then be used to calculate the union bound on the
bit error probability UBPb for coherent detection of

the EC TH PPM signals X
(1)
m;j(t � � (1)), t 2 Tm,

j = 1; 2; : : : ;M . This bound is given by

UBPb(Nu) =
M

2

Z
1

p
SNRbout(Nu)

exp(��2=2)p
2�

d�;

(8)
where

SNRbout(Nu) =
1

log2(M)

m2

�2tot(Nu)
(9)

and

m =

Z
t2Tm

A(1)X
(1)
m;j(t � � (1))Y

(1)
m;j;i(t � � (1))dt

= A(1)[Es � Rij ] = A(1)Es[1� �] 8i 6= j;

(10)

where

Y
(�)
m;j;i(t � � (�))

def
= [X

(�)
m;j(t� � (�))�X

(�)
m;i(t� � (�))]

and

�2tot(Nu) = E

(�Z
t2Tm

ntot(t)Y
(1)
m;j;i(t� � (1))dt

�2)

where Ef�g is the expected value operator. If only the
desired transmitter is active, then

�2tot(1) = E

(�Z
t2Tm

n(t)Y
(1)
m;j;i(t� � (1))dt

�2)

= NoEs[1� �] 8i 6= j
def
= �2rec



and

SNRbout(1) =
1

log2(M)

(A(1))2Es[1� �min]

No

Thus, SNRbout(1) is equivalent to the output bit
signal-to-noise-ratio (SNR) that one might observe in
single-link communications. To complete the calcu-
lation of SNRbout(Nu), we must quantify the total
noise variance �2tot(Nu) and con�rm that the mean of
the total noise ntot(t) is zero. This is done making use
of the assumptions made in subsection II-D.

When the waveform w(t) is averaged over uniformly
distributed random time shifts as in (c), then (d) in
most situations gives that the mean value of the av-
erage is zero. Hence this condition is su�cient for
Efntot(t)g = 0.

Assumptions (a) and (b) insure that the interfer-
ence created by di�erent monocycle transmitters is
independent, and therefore

�2tot(Nu) = �2rec +
NuX
�=2

(A(�))2 E
n
(n(�))2

o
(11)

where

n(�) =

Z
t2Tm

x(�)(t� � (�))Y
(1)
m;j;i(t� � (1))dt (12)

For the particular waveforms and parameters that
we have investigated we have found that

E

n
(n(�))2

o
� Ns

2
�2a 8i 6= j (13)

where

�2a =
1

Tf

Z 1

�1

�Z 1

�1

w(t� s)[w(t)� w(t� �2)]dt

�2
ds

(14)
Substituting (10) and (11) into (9), and using (13)
and (14), we get

SNRbout(Nu) =
h
[SNRbout(1)]

�1+2
64 1

Rb

(Ew[1� 
min])
2

2Tf�2a
PNu

�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

(15)

for use in the bit error probability bound in (8). In
(15) we used the fact that the bit transmission rate

Rb =
log2(M)

NsTf
.

IV. Receiver implementation

To detect theM signals we will need to correlate the
input signal with M reference signals. For large M
these can result in a receiver of great complexity. We
can take advantage of the structure of the EC PPM
signals to simplify the construction of the receiver. We
illustrate this idea using the representation in (4). Let
the received signal be r(t) in (6). In the receiver, each
of the M channel correlation outputs can be written

yi =

Z
t2Tm

r(t)X
(1)
m;i(t� � (1))dt

=
Ns�1X
k=0

2X
m=1

�(m�1);aki
zm(k)

where

zm(k)
def
=

Z (k+1)Tf+�
(1)

kTf+�
(1)

r(t)w(t�kTf�� (1)�c(1)k ��m)dt

for m = 1; 2. From the expression for yi, i =
1; 2; : : : ;M , it is clear that the receiver needs only
2 correlators and M store and sum circuits. The yi
can be calculated while r(t) is received and no symbol
delay occur. This is illustrated in �gure 1.

y1

x t( )

kTf τ 1( ) ck
1( )Tc τm+ + +( )

kTf τ 1( ) ck
1( ) Tc τm Tw+ + + +( )

∫ zm k( ) y2

k 0 1 2 … Ns 1–, , , ,=

w t kTf– τ 1( )
– ck

1( )
Tc– τm–( )

m 0 1,=

yM

δ t kT f– τ 1( )
– ck

1( )
Tc–( )

ck
1( )

k mod Np

δ t kT f– τ 1( )
–( )

τ 1( )
mod Tf

STORE
AND SUM

STORE
AND SUM

STORE
AND SUM

LINK
SELECTOR

CODE
GENERATOR

(1)

(SYNC CONTROL)

(SYNC CONTROL)

FRAME
CLOCK

CODE
DELAY

TEMPLATE
GENERATOR

Fig. 1. This diagram shows one of the 2 correlators and
the M store and sum circuits that are needed in the
simpli�ed receiver.



V. NUMERICAL EXAMPLE

In this section we illustrate the potential MA per-
formance of this system for a speci�c design. In IR
modulation, the UWB received impulse w(t) can be
modeled by

w(t) =
h
1�4�

�
t
tn

�2i
exp

�
�2�

�
t
tn

�2�

where the value tn = 0:4472 ns was used to �t the
model w(t) to a measured waveform from a particular
experimental IR link. The normalized signal correla-
tion function corresponding to this pulse is


w(t) =
h
1�4�

�
t
tn

�2
+ 4�2

3

�
t
tn

�4i
exp

�
��
�

t
tn

�2�

In this case �min = 0:2419 ns and 
min = �0:6183.
Given the pulse w(t), the proper signal design

depends on the good choice of �2 in (4). If
(SNRbout(1))

�1 dominates in the denominator in
(15) (e.g., when Nu = 1 or the AWGN dominates),
then the value �2 = �min (i.e. � = �min) can be
shown to minimize the probability bound in (8).
On the other hand, when MA noise dominates in
SNRbout(Nu), then �2a=[1 � �]2 is the quantity that
should be minimized by the proper choice of �2.
Figure (2) shows the MA performance curves. The

curves represent the bit error probability for the case
in which the one-user bit SNR value SNRbout(1) =
10:5 dB, so that without MA noise UBPb(1) ' 4 �
10�4 with M=2. The curves were calculated using
�2 = �min = 0:2419 ns and Tf = 100 ns. Perfect

power control (i.e. A(�) = A(1) for � = 1; 2; : : : ; Nu)
was assumed. Similar curves can be calculated using
high data transmission rates, in which the system is
able to support hundreds of users transmitting over a
Megabit per second with bit error probability in the
range 10�5 to 10�8.

VI. Conclusions

Using EC PPM sets with large values of M , it is
possible to increase the number of users supported by
the system for a given multiple-access performance
and bit transmission rate, making e�cient use of the
signal-to-noise-ratio available. Furthermore, we can
take advantage of the structure of the EC PPM sig-
nals to reduce the complexity of the receiver to 2 cor-
relators and M store and sum circuits without in-
troducing a symbol delay. This analysis shows that
impulse radio is potentially able to provide multiple-
access communications with a combined transmission
capacity of over 500 Megabits per second at bit error
rates in the range 10�4 to 10�8 using receivers of mod-
erate complexity. For communications in the presence
of multipath, the greatest potential for impulse radio
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Fig. 2. The base 10 logarithm of the probability of
bit error, as a function of number of simultaneous
users Nu for di�erent values ofM under perfect power
control conditions. The one-user bit SNR is set to
SNRbout(1) = 10:5 dB, corresponding to a one-user
bit error probability of about 4 � 10�4 with M=2.
The curves are calculated for a transmission bit rate
Rb = 9:6 Kbps for each user.

comes from the �ne time resolution produced by the
subnanosecond pulses [8]. Propagation paths with dif-
ferential delays in the order of this impulse width or
more can be resolved and coherently combined using a
Rake receiver, hence combating the normally degrad-
ing e�ects of multipath.

References

[1] R. A. Scholtz, \Multiple Access with Time Hopping Impulse

Modulation," invited paper, Proceedings of Milcom'93, Dec.
1993.

[2] R. A. Scholtz and M. Z. Win, \Impulse Radio," invited pa-
per, Proceedings of PIRMC'97, Sep. 1997.

[3] C. L. Weber, G. K. Huth and B. H. Batson, \Performance
Considerations of Code Division Multiple Access Systems,"

IEEE Trans. on Vehicular Technology, Vol. VT-30, No. 1,
pages 3-9, February 1981.

[4] S. W. Golomb, \Construction of signals with favorable cor-

relation properties," in Surveys in Combinatorics, London
Mathematical Society Lecture Notes Series 166, Cambridge
University Press, 1991.

[5] H. V. Poor, \Signal Processing for Wideband Communica-

tions," IEEE Information Society Newsletter, June 1992.
[6] S. Verdu, Recent Progress in Multiuser Detection, in Multi-

ple access communications: Foundations for Emerging Tech-

nologies, IEEE Press, 1993, pp. 164-175.
[7] J. M. Wozencraft and I. M. Jacobs, Principles of Commu-

nication Engineering, John Wiley, 1965, Chapter 4.
[8] F. Ram��rez-Mireles and R. A. Scholtz, \Performance

of Equicorrelated Ultra-Wideband Pulse-Position-Modulated

Signals in the Indoor Wireless Impulse Radio Channel," in
Proceedings IEEE PACRIM'97, Aug. 1997.


