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Abstract

Ultra-wideband (UWB) radio, a new carrierless communication scheme using im-

pulses, is a candidate technology for future communication and ranging applications.

Recent progress on both in the technical and regulatory side of this technology has

made this possible. The fine time resolution and material penetration capability of

UWB signals has created a vision of novel ranging and positioning applications to

augment existing narrowband systems operating in dense multipath environments.

In this thesis, a time-of-arrival (ToA) based ranging scheme using an UWB radio

link is proposed. This ranging scheme, based on maximum likelihood estimation,

implements a search algorithm for the detection of the direct path signal in the

presence of dense multipath. Models for critical parameters in the algorithm are

based on statistical analysis of propagation data, and the algorithm is tested on

another independent set of propagation measurements. The proposed UWB ranging

system uses a correlator and a parallel sampler with a high speed measurement

capability in each transceiver to accomplish two-way ranging between them in the

absence of a common clock. The UWB ambiguity function illustrates the effects of

time offset and scaling factor (or clock offset) on the receiver’s correlator output.

xi



Chapter 1

Introduction

1.1 Motivation

According to the Defense Advanced Research Projects Agency’s definition, ultra-

wideband (UWB) radio is a communication system which utilizes a signal whose

3 dB bandwidth is greater than 25% of its center frequency. Typical UWB radios

communicate with sub-nanosecond wide pulses without a carrier. The radar com-

munity has been using similar pulse signals for ground-penetration radars for many

years. The reason why a communication scheme using narrow pulse signals has been

proposed is because of their novel properties which possess advantages over conven-

tional narrow-band or wide-band signals. First, range resolution is extremely fine,

which provides a good potential for the applications in ranging and positioning. The

radar range resolution ∆r is defined as

∆r =
c

2B
, (1.1)

1



963 964 965 966 967
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

 

A
m

pl
itu

de
 (

vo
lts

)

0 1 2 3 4 5

−130

−125

−120

−115

−110

−105

−100

−95

M
ag

ni
tu

de
 S

pe
ct

ru
m

 (
dB

)

Time (ns) Frequency (GHz)

(a) (b)

Figure 1.1: (a) Front-end of the received signal which was transmitted with a clear
line of sight and (b) its magnitude spectrum

where B is the bandwidth of the signal and c is the speed of light. The inverse pro-

portionality to the bandwidth makes the inherent range resolution of UWB signals

100 to 1000 times finer than that of narrow-band signals [16]. Secondly, UWB sig-

nal supplies that bandwidth at a lower center frequency, which is advantageous for

penetration of materials and for operation in shadowed environments. Resolvable

multipath and the penetration capability enable a vision of potential UWB radio ap-

plications in complex multipath environments, including indoor wireless local area

network (LAN). Furthermore, the absence of a sinusoidal carrier may allow a simpler

radio architecture because no intermediate frequency (IF) stage is necessary.

Figure 1.1 shows (a) the front-end of a typical received signal which was trans-

mitted with a clear line of sight (LoS) and (b) its magnitude spectrum. The 3 dB
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bandwidth of the signal is approximately 753 MHz. Due to the fact that UWB ra-

dios operate in a portion of the radio spectrum which is already occupied by existing

radio systems, the risk of interfering with other systems has been an important issue

ever since UWB communication systems were proposed. Especially important is

the protection of systems which use low-power signals related to public safety, e.g.,

Global Positioning System (GPS) L-band signals. The Federal Communications

Commission (FCC) issued a proposed rule making (NPRM) on May, 2000, and ap-

proved a UWB radio regulation in February, 2002, limiting UWB power spectral

densities, and forcing applications to frequencies above 3.1 GHz. The ranging tech-

niques developed in this thesis, with data taken at frequencies just below 3.1 GHz,

are applicable to systems in this somewhat higher frequency range.

1.2 Existing Location Systems

There has been a growing need for wireless systems that provide accurate position

location. For example, a robust positioning using mobile stations (MS) which sat-

isfy FCC’s requirements for Enhanced 911 [35, 34, 1, 9, 23, 4], is one of the hottest

topics in radio location. Indoor positioning to track personnel or assets in labora-

tories, warehouses, and hospitals is becoming more popular [25]. Applications of

wireless positioning for search-and-rescue operations by military commanders and

fire-fighters have become important because of increasing interest in security services.
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One of the most successful classic ground-based navigation systems is Loran

(Long Range Area Navigation); Loran-C was developed for civilian use and Loran-D

for military purposes. A Loran-C system uses a series of pulsed 100 kHz signals

[36, 27]. Use of the signal reflected from the ionosphere, namely sky wave, as well as

ground wave propagation, extends the range of coverage up to 2,500 miles. A Line

of sight (LoS) propagation path is not required by Loran-C, however its accuracy

is strongly affected by the poor geometry of the environment. Accuracy of ground

wave navigation is approximately 1,500 feet [20].

GPS (Global Positioning System) is currently the most widely used position-

ing system. It was originally developed for military purposes but now has useful

commercial uses, even with reduced accuracy. Selective availability (SA), which is

an intentional degradation of GPS positioning accuracy introduced for non-military

users by US Department of Defense (DOD), has recently been removed. Accord-

ing to a 24 hour test result performed by the Federal Geodetic Data Committee

(FGDC), the 95% probable horizontal accuracy without SA is better than 6.3 meter

(www.ngs.noaa.gov). However, GPS requires LoS for location estimation to its full

capability, which limits its utility in shadowed environments.

Since the FCC’s E-911 mandate, considerable effort has been made to improve the

accuracy of geo-positioning using mobile stations (MS). The FCC adopted standards

for Phase II location accuracy of 50 meters for handset-based solutions and 100

meters for network-based solutions for 67% of calls. Several mobile station location

4



techniques have been proposed and typical systems incorporate time of arrival (ToA)

and/or angle or arrival (AoA) information. Recently, a network-aided GPS approach

also has been considered.

1.3 Problems

There exist many different elements which may cause errors in range estimation.

Corruption of ToA measurement by noise and interference is one of them. However,

one of the most significant obstacles in accurate ranging and positioning is the non-

line of sight (NLoS) problem, which occurs in shadowed environments where a signal

that propagated with a clear LoS may not be available. This is a major limiting factor

in location using GPS in urban areas or indoors. For mobile location, this problem

has been recognized as a “killer issue” [32, 3]. Several different NLoS error mitigation

techniques recently have been proposed for MS location [42, 13, 41]. These utilize

statistical information on the scale of NLoS errors to estimate location. However,

the accuracy of these techniques is not good enough due to the large variance of the

errors.

A novel aspect of UWB ranging is the capability to detect the direct path signal

accurately using the fine time resolution of an UWB signal. However, it is still a

complicated problem because of a number of unknown spatial variables which make

the characterization of UWB signal propagation difficult. The algorithm for ToA

estimation of the direct path signal proposed herein is related to multipath resolution

5



techniques. Time delay estimation problems have been studied and several different

techniques proposed, including Maximum likelihood (ML), MUSIC, and ESPRIT

[21, 43, 10, 29]. Li et al. [18] formulated the time delay estimation problem as a

nonlinear least squares fitting problem in the frequency domain. For UWB systems,

Win and Scholtz [38] developed ML detector and Cramer at al. [7, 6, 5] used

the CLEAN algorithm to develop a UWB channel model involving angle of arrival

(AoA) as well as ToA. In this dissertation a simple ranging algorithm based on

generalized maximum likelihood (GML) estimation is introduced and modifications

to the algorithm made to determine the ToA of the direct path signal [16, 15] .

It is known that GML estimation provides a sub-optimal solution for time delay

estimation. Utilizing GML estimation, we can avoid a computationally complex

process to remove all nuisance parameters, which is necessary if they are modeled as

random variables. By doing this, the estimation errors caused by potentially large

variances of nuisance parameters can also be avoided.

Part of the work proposed herein is related to Time Domain, Inc., who has

a senior level partnership with Integrated Media Systmes Center at University of

Southern California. The UWB scanning receiver system which was introduced by

Withington et al. [40] at Time Domain serves as a baseline for the design of the

UWB ranging system posed in chapter 6, while the ToA measurement algorithm

described in chapter 3 was developed independently by the author.
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1.4 Overview

Following this chapter, a set of indoor propagation tests is introduced in chapter

2. The propagation measurement data with range calibration to an accuracy of a

few inches will give insight into the problems inherent in the detection of the direct-

path signal. Antenna system function measurement using a network analyzer and

measurements to identify interference from other radiators are also introduced. In

chapter 3, a ToA measurement algorithm using GML estimation for detection of the

direct path signal is developed. Chapter 4 models statistically the critical parameters

incorporated in the ranging algorithm introduced in chapter 3. Probabilistic analysis

of different kinds of ToA errors provides a way of determining the thresholds used in

the ranging algorithm, as well as estimating the algorithm’s performance. In chapter

5, different kinds of threshold setting techniques are presented and the ToA algorithm

is tested on the set of propagation data introduced in chapter 2. A schematic design

of UWB ranging system with a high speed measurement capability is presented in

chapter 6. The two-way ranging scheme used in this system is based on a remote

synchronization technique [19] employed in satellite systems. Modification of ToA

algorithms for application for existing UWB scanning receiver technology and related

sampling issues are also discussed in chapter 7. Appendix C discusses a maximum a

posteriori (MAP) estimation approach for the direct path signal detection. Due to

unavailability of a proven UWB channel model, a simple two-path model is used to

develop the estimator.
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Chapter 2

UWB Indoor Propagation Measurement

2.1 Review of the Measurement

One of the scenarios in which an UWB ranging system has advantages over conven-

tional narrowband systems is a dense multipath environment, e.g. indoor propaga-

tion. A set of propagation measurements was conducted in an indoor environment

to verify the applicability of UWB signals for ranging. This propagation data was

used to test ToA measurement algorithm introduced in chapter 3.

Pulser

Clock signal generator

DSOLNA

TX antenna RX antenna

Figure 2.1: Experimental setup for propagation test.
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Figure 2.2: Output of Avtech pulser.

Figrue 2.1 shows the experimental setup of the measurement. The transmitter

employs a pulser and a clock signal generator to generate a periodic train of UWB

pulses. The pulser, made by Avtech Electrosystems Ltd. (AVP-1-P-DSRCA1), and

generates pulses with a sub-nanosecond width when triggered by an input from

the regular frame clock. Figure 2.2 is the plot of the pulser output. The 3 dB

width of the pulse is less than a half nanosecond. Pulses were transmitted with

one microsecond spacing which is large enough relative to the temporal profile of

the received signal that successive received signals do not overlap. The transmitter

and receiver antennas were vertically polarized diamond dipoles [30], approximately

5 feet above the floor. The received signal was measured with a digital sampling

scope (HP54750A). At the receiver front-end, a low-noise amplifier (JCA04-239)

with 28 dB gain was employed to amplify the received signal. Sampled waveforms

were averaged 512 times to acquire a higher signal-to-noise ratio (SNR). The clock
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Figure 2.3: Basement floor plan of the building where the experiments were con-
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stand for the locations of the receiving antenna and the rectangular mark indicates
the transmitting antenna’s location.
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signal which triggerd the pulser was also used to trigger the sampling scope. In

each measurement, two consecutive sampled waveforms with a time span of 200 ns

were concatenated to provide a 400 ns measurement time span, assuming that the

channel is stationary.

The experiments were conducted in the basement of Electrical Engineering De-

partment building at University of Southern California, where different laboratories

are located. Compared to higher floors of the building, the basement is more quiet

since the interference from the outside of the building is relatively well blocked. The

walls in the building are made of cinder blocks or wood. In the Ultra-Wideband Ra-

dio Laboratory (UltraLab) where the transmitter is located, there were computers

and various test equipments. Figure 2.3 is the floor plan of the building where the

measurements were taken. Signals were measured at 18 different locations while the

transmitter was fixed in the UltraLab. The measurements were taken with ranges

up to 93 feet and the distance at each location was surveyed using 2 feet × 2 feet grid

structure, assuming the perpendicularity. The errors in the range measurements are

supposed to be in the order of a few inches. At location 1, the signal was measured

with a visually clear line-of-sight (LoS) and used to calibrate the arrival time of the

direct path signal. The other 17 signals were measured with a blocked LoS. In these

measurements, signals propagated through one or multiple walls. At location 16, 17,

and 18, the LoS path was completely blocked by an elevator (a metallic structure),

so the direct path signal could not be measured while multipath could be observed.
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Figure 2.4 shows the samples of signals taken at location 1, 5, 7, 10, 13, and

16, respectively. Vertical scales are millivolts. We can observe that the quality

and the temporal profile of the signal is varied with range and the geometry of the

environment. Figure 2.5 shows the same set of signals shown in figure 2.4 with a

finer time scale. Notice that all signals shown in this figure except the first one,

which was measured with a clear LoS, have stronger multipath components than

the direct path signal. In these cases, if a ranging system synchronizes with the

strongest signal component for the purpose of range estimation, a large-scale error

will occur. The presence of reflected signals that are stronger than the direct path

signal makes ranging to the full capabilities of ultra-wideband signals challenging.

2.2 Measurement of Antenna System Function

UWB signal propagations are critically affected by the characteristic of the antenna

system. The pulse used in the propagation measurement is reshaped by an filtering

actions of antennas. Let’s define the antenna system Ha(f) as the transfer function

from the input of the transmitter antenna to the output of the receiver antenna.

Then Ha(f) can be expressed by

Ha(f) = Ht(f)Hch(f)Hr(f), (2.1)
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where Ht(f) is the transmitting transfer function from the antenna terminal to the

electric field reference point near the transmitting antenna. The channel transfer

function Hch(f) is the transfer function from the reference point near the transmit-

ting antenna to the other reference point near the receiving antenna, and Hr(f) de-

notes the receiving transfer function. Figure 2.6 shows an averaged trace of |Ha(f)|2

which was measured using a network analyzer. The transmitter and receiver an-

tennas were hooked up to port 1 and port 2 of network analyzer, respectively and

S21 parameter of this antenna system was measured. To compensate the effect of

multipath, traces were taken at 32 different locations in the laboratory and hallway

and then averaged. The relative orientation between two antennas were kept the

same by fixing them on two ends of a piece of PVC pipe with 1m length. Based on

this trace, 95%-bandwidth of the antenna system is approximated to be 1.18GHz

(from 820MHz to 2GHz). The antenna system function will change depending on the

channel, however this measurement gives an intuition on the approximate pass-band

of the system.

2.3 Sources of Interference to UWB System

Since the UWB receivers operate over a very wide bandwidth, various external ra-

diators in this bandwidth can affect the UWB receiver [31]. As an effort to identify

these potential interferers, a frequency domain measurement using a spectrum an-

alyzer was conducted in a common office environment. An UWB antenna used in
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the propagation test described in this chapter was installed in an office on the fifth

floor of Electrical Engineering building. The antenna was located approximately 10

feet away from the window of the office which is facing north. The resolution band-

width of the spectrum analyzer was 300 kHz and the measured noise floor of the

equipment was -94.5dBm. Figure 2.9 shows the measurement result. Notice that the

power of lower-frequency interferences is significant considering the fact that they

are out of the main pass-band of the antenna. Total interference power measured in

this measurement is approximately

I100% = −33.5 dBm, (2.2)

where Ia% denotes the interference power with a% bandwidth usage. If we assume

the receiver front-end is band-pass filtered to the frequency range between 780 MHz

and 2.05 GHz, which corresponds to 97% usage of antenna system bandwidth, the

interference power is reduced to

I97% = −40.9 dBm. (2.3)

If the frequency range of the potential band-pass filter is between 960 MHz and 1.93

GHz, the interference power is estimated to be

I86% = −60 dBm. (2.4)
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Different types of filters with different pass band can be used to suppress the major

interference signals without severely distorting the UWB signal. Figure 2.10 com-

pares the outputs of two different ideal filters with passbands of 780 MHz through

2.05 GHz and 960 MHz through 1.93 GHz, respectively. Waveforms at the filter

output were simulated using a measured signal assuming the characteristics of the

bandpass filters are ideal. As mentioned above, employment of these filters at the

receiver frontend would reduces the interference power by 7.4 dB and 26.5 dB, re-

spectively, however, the received signals are not distorted seriously.
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Figure 2.7: Measurement of interference signals using spectrum analyzer. The res-
olution bandwidth of the spectrum analyzer was 300 kHz and noise floor of the
equipment was -94.5 dBm.
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Figure 2.8: Interfering signals in the frequency band from 1.08 Hz to 2.16 GHz. The
resolution bandwidth of the spectrum analyzer was 300 kHz and noise floor of the
equipment was -94.5 dBm.
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Figure 2.9: Interfering signals in the frequency band from 2.16 Hz to 3.24 GHz. No
significant signal but noise floor of the equipment was observed.
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Chapter 3

ToA Measurement Algorithm for Detection of the

Direct Path Signal

3.1 Introduction

Common techniques which have been employed by geo-location systems include

time of arrival (ToA), time difference of arrival (TDoA), angle of arrival (AoA),

and signal strength measurement. The ranging scheme proposed herein is a time

based technique and uses the information of ToA of the direct path signal for range

estimation. The direct path is defined as the straight-line path from transmitter to

receiver. When the direct path is in fact a viable propagation path, ToA estimation

of the direct path signal is useful for ranging. It is not guaranteed that the direct path

signal always arrives the earliest even though it does in most cases. For example,

suppose the line of sight (LoS) path is blocked by a material with a very high

dielectric constant such as a water container, then the there may exist multipath

component that arrives earlier than the direct path signal since the direct path
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signal suffers a considerable propagation delay. Sometimes the direct path signal

is completely blocked by a metallic structure, so that it cannot be observed. In

this dissertation, we assume that the direct path signal is the earliest arrival at the

receiver. So the estimation technique introduced here is a ToA estiamtion algorithm

for the earliest arrival.

3.2 Signal Representation

When a single pulse is transmitted, the received signal can be modeled as a sum of

the direct path signal, reflected signals, noise, and interference [38]. Actually, each

multipath signal will suffer distortion as well as attenuation depending on the path

along which it propagates, however, for the purpose of algorithm design, we assume

the signal shape of each multipath component is preserved. Based on this model,

the received signal rm(t) can be represented by

rm(t) = ads(t− τd) +
L∑
n=1

ans(t− τn) + nm(t), (3.1)

where τd < τ1 < τ2 < · · · < τL. The parameters τd and ad are the arrival time

and strength of the direct path signal, respectively, and τn and an are those of

the nth reflected signal component. The waveform s(t) denotes the the canonical

single-path signal, used as a correlator template, with a width of Tp seconds. The

number of multipath signals L is unknown a priori. The noise nm(t) is assumed

24



−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

x 10
−9

−0.5

0

0.5

1

Time (sec)

Figure 3.1: Model for the template signal s(t).

to be additive white Gaussian, and interference is assumed to be zero. In this

dissertation, the template signal s(t) is modeled as a second derivative of gaussian

[37] and represented by

s(t) =
[
1− 4π(t/τm)

2
]
exp

[
− 2π(t/τm)

2
]
, (3.2)

where τm = 0.781× 10−9.

Figure 3.1 shows the model used for the s(t). Let τpeak and apeak be the arrival

time and amplitude of the strongest path and assume these have been determined by
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correlation. Then rs(t), a normalized and shifted version of rm(t), can be represented

by

rs(t) =
1

|apeak|rm(t+ τpeak) (3.3)

= ρds(t+ δ) +
L∑
n

αns(t+ βn) + ns(t), (3.4)

= ρds(t+ δ) +
∑
βn≥0

αns(t+ βn) +
∑
βn<0

αns(t+ βn) + ns(t), (3.5)

where




δ = τpeak − τd, δ ≥ 0,

ρd = ad/|apeak|, 0 < ρd ≤ 1,

βn = τpeak − τn, δ > β1 > β2 > · · · > βL

αn = an/|apeak|, 0 < αn ≤ 1, ∀n ≤ L.

(3.6)

The noise ns(t) being a time-shifted version of nm(t), is a white Gaussian noise

signal. The third term in (3.5) represents the multipath components which arrive

later than the peak path. To simplify the problem, let’s restrict our observation to

the portion of the signal prior to and including the arrival of the strongest path by

truncating rs(t). Let’s define r(t), a truncated version of rs(t), as

r(t) = rs(t), t ≤ Tp
2

(3.7)

= ρds(t+ δ) +
∑
βk≥0

αks(t+ βk) + n(t), t ≤ Tp
2

(3.8)
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= ρds(t+ δ) +
M∑
k=1

αks(t+ βk) + n(t), t ≤ Tp
2
, (3.9)

where βM = 0 and αM = ±1. The noise n(t) is given by

n(t) =
ns(t)

|apeak| , (3.10)

and M denotes the number of signal components that arrived earlier than the peak

component. If (and only if) M is equal to 0, then δ = 0, ρd = ±1, and the second

term in (3.9) is ignored. The noise n(t) is white Gaussian noise (truncated to the

interval (−∞, Tp/2)), whose correlation function is represented by

RN(τ) = σ2a · δD(τ), (3.11)

where σa is the standard deviation of the noise n(t). Assuming r(t) is sampled, let’s

represent it as a vector of samples, namely,

r = ρdsδ +
M∑
k=1

αksβk
+ n, (3.12)

where sβ represents the vector of samples of s(t+ β) with a same length as r. The

noise vector n is a white gaussian vector whose correlation matrix RN is given by

RN = σ2N · I, (3.13)
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where σN is the standard deviation of the noise and I is an identity matrix. In

the next section, ToA estimation of the direct path signal using GML estimation is

introduced.

3.3 ToA Algorithm Using GML Estimation

To estimate the ToA of the direct path signal, we have to estimate δ which appears

in (3.12) based on the observation vector r. Let’s define αM and βM as

αM = (α1, α2, · · · , αM), (3.14)

βM = (β1, β2, · · · , βM). (3.15)

Then ρd, M , αM , and βM are nuisance parameters and δ is the parameter to be

estimated. Here, we employ maximum likelihood (GML) estimation. All unknown

parameters are treated as deterministic and δ is estimated to be

δ̂ = argmax
δ

[
max

ρd,M,α,β
f(r|δ, ρd,M, αM , βM)

]
. (3.16)

Because n is a white Gaussian vector and the unknown parameters are being treated

as deterministic, maximum likelihood estimation is equivalent to least square esti-

mation:

δ̂ = argmin
δ

[
min

ρd,M,α,β
‖r − ρdsδ −

M∑
k=1

αksβk
‖2

]
. (3.17)
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Using (3.17) to estimate δ is computation-intensive because 2(M + 1) unknown pa-

rameters are involved. To reduce computational complexity, an iterative nonlinear

programming technique is employed, by which the unknown parameters are esti-

mated in a sequential manner [38]. Specifically, the arrival time of each component

signal is estimated individually while all other parameters are fixed. Detection of

each individual reflected pulse is done in the order of its strength. Even if this dy-

namic programming approach does not provide an optimal solution for (3.17), it is

known to give a suboptimal solution.

Modification of the estimation criterion shown in (3.17) is done as follows. First,

the duration of the search region for the time δ of arrival of the direct path signal is

limited to prevent the probability of a false detection in the noise only portion of the

observed signal from becoming too large. We define θδ as a limiting threshold on δ

so that the direct path signal is searched over the portion of r(t) satisfying t ≥ −θδ.

Secondly, a stopping rule is used to terminate the search, because the value of the

norm in (3.17) generally continues to decrease with increasingM . The stopping rule

consists of applying a threshold on the relative path strength ρd. Detailed analysis

on error probabilities which are functions of these thresholds are given in chapter 4.

Let’s define ρ as

ρ = |ρd|. (3.18)

29



Then the iterative search process stops when no more paths satisfying ρ ≥ θρ are

detected in the search region, where θρ is the threshold of ρ. Thirdly, we skip the

estimation of some nuisance parameters by ignoring the multipath components that

arrive later than already detected paths. By doing this, we can speed up the search

process. Following is a brief description of the ToA algorithm:

1. Let n = 1, ω1 = 0, and µ11 = 1.

2. Increase n by 1.

3. Find ωn which satisfies

ωn = arg max
ωn−1<ω<θδ

(r −
n−1∑
i=1

µ(n−1)isωi
)tsω, (3.19)

4. Find (µn1, µn2, · · · , µnn) such that

(µn1, µn2, · · · , µnn) = arg min
µ′

1,···,µ′
n

‖r −
n∑
i=1

µ′
isωi

‖2. (3.20)

5. If |µnn| ≥ θρ, go to step 2. Otherwise proceed to the next step.

6. δ is estimated as δ̂ = ωn−1.

Once the location and the strength of the peak path is identified, maximum

correlation is searched over the region with a pre-determined length (step 3) and
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its path strength is estimated (step 4). If the estimated path strength satisfies the

given criterion (step 5), this signal component is subtracted from the received signal.

From the remainder of the signal, another maximum correlation is searched from the

starting point of the search region up to the location of the path which was already

detected (step 3). This process is iterated until there exist no more potential path

whose strength is greater than a given threshold level. Figure 3.2 shows an example

of the ToA estimation. In this example, the ToA of the direct path signal of signals

measured at location 8 and 15 were estimated with various θρ’s while θδ was fixed at

100 ns. The dashed lines show the ToA of the direct path of each signal which was

evaluated with the meausred distance assuming the presence of a clear LoS. The true

arrival time is supposed to be greater than this value, since excessive propagation

delay is involved in the propagation in the LoS blockage materials. In the ToA

estimation of signal 15, large scaled false alarm errors occurred when θρ is less than

or equal to 0.1 due to its low SNR. The threshold setting techniques for the ToA

algorithm is discussed in detail in chapter 5.
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Threshold setting techniques using different criteria are discussed in chapter 5.
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Chapter 4

Error Analysis for ToA Algorithm

4.1 Statistical Modeling of Ranging Parameters

The thresholds, θδ and θρ, which are used in the ToA algorithm need to be deter-

mined so that they satisfy a given performance criteria. This requires a probabilistic

analysis for different kinds of error that may occur in the ToA estimation. The

parameters δ and ρ which were defined in 3.2 were modeled statistically for this

purpose.

4.1.1 Modeling of Marginal Densities

A set of propagation data taken by Win [39] in an office building was used for

this modeling. Figure 4.1 shows the floor plan of the building where measurements

were taken. Data was taken in 14 different offices and a hallway. In each office,

measurements were taken at 49 different locations which are arranged on 3 feet by 3

feet square grid. A detailed description of the experiment is given in [39]. Out of 720

33



Figure 4.1: Floor plan of the building where the propagation data was taken.
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signals, 622 signals were measured with a blocked LoS and used in modeling. The

values of δ’s and ρ’s for the 622 signals which were measured with a blocked LoS were

extracted using the ToA algorithm. The values of θδ and θρ used in this process were

70 ns and 0.2, respectively. Some large scale errors relative to the approximately

known distance information were corrected by manually adjusting the thresholds.

Due to the absence of information on the exact distance of each measurement, it

was difficult to collect accurate values of δ. In 95 of 622 observed signals, the direct

path signal was the strongest and the others had a stronger multipath component.

So if we define P0 as the probability that δ is equal to 0 , it can be approximated by

P0 = Pr(δ = 0) = Pr(ρ = 1) = 0.1527. (4.1)

Figure 4.2-(a) and (b) are histograms of δ and ρ which were produced with

527 signals that have a stronger reflected path than the direct path. They were

normalized so that their total area equals to one. By curve-fitting on this data,

marginal densities of δ and ρ can be modeled by

fδ(δ|δ �= 0) =
1

σδ
e−δ/σδ , δ > 0, (4.2)

fρ(ρ|ρ �= 1) =
1√

2πQ(−µρ/σρ)σρρ
e−(ln ρ−µρ)2/2σ2

ρ , 0 < ρ < 1, (4.3)
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where σδ = 1.524 × 10−8, σρ = 0.3220, and µρ = −0.7565. The function Q(x) is

defined as

Q(x) =
∫ x

−∞
1√
2π
e−y

2/2dy, (4.4)

and Q(−µρ/σρ) appearing in (4.3) is for normalization. Values of σδ, σρ, and µρ

were determined so that the least square fit is achieved.

4.1.2 Modeling of the Joint Density of (δ, ρ)

To perform error analysis for direct path detection, we need to know the joint density

of ρ and δ. Independence between these two parameters was tested using chi-squared

test [17, 11]. Chi-squared test uses the contingency data set of categorical variables.

Figure 4.3 is the normalized histogram of ρ and δ. Frequency of events of pairs

(δ, ρ) were counted corresponding to 11 × 11 subsections and normalized so that

the total volume equals to 1. Let N = {nij}1≤i≤11,1≤j≤11 be the matrix containing

the contents of contingency table of δ and ρ, where nij represents the frequency of

events of pairs (δ, ρ) which belongs to the ith and jth interval of δ and ρ, respectively.

Let ni,∗ and n∗,j be ith row sum and jth column sum of matrix N , respectively. Then

ni,∗ =
11∑
j=1

nij (4.5)

n∗,j =
11∑
i=1

nij. (4.6)
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Then, Pearson’s statistic χ2 with degrees of freedom of 10× 10 is evaluated by

χ2 =
11∑
i=1

11∑
j=1

(nij − ni,∗/ntot)2

ni,∗ · n∗,j/ntot
, (4.7)

where ntot is the total number of events,

ntot =
11∑
i=1

11∑
j=1

nij =
11∑
i=1

ni,∗ =
11∑
j=1

n∗,j. (4.8)

Let’s define Hind as the hypothesis that δ and ρ are independent. The test procedure

consists of comparing Pearson’s statistic χ2 with the critical value cα corresponding

to the significance level αs:




Accept hypothesis Hind, if χ2 < cα

Reject hypothesis Hind, if χ2 ≥ cα,

(4.9)

where cα is determined such that

∫ cα

0
g(x, n)dx = αs, (4.10)

where g(x, n) is the chi-square density with n degrees of freedom, which is

g(x, n) =
1

2n/2Γ(n/2)
xn/2−1e−x/2, x ≥ 0, (4.11)
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where the gamma function Γ(n) is defined as

∫ ∞

0
yn−1e−ydy, y > 0. (4.12)

So the significance level αs represents the area of the rejection region of the hypothesis

test and the larger is αs, the more strict is the hypothesis test. Pearson’s statistic

χ2 evaluated using the contingency table is 117.2. Let the significance level αs be

0.1. Then according to the χ2 distribution, the critical value cα corresponding to 0.1

significance level and 100 degrees of freedom is 118.5. So hypothesis Hind is accepted

with significance level of 10%. Considering the fact that the conventional value of

significance level used for independence test is 5%, this result is fairly conservative.

Based on the test result, we can model the joint probability density of δ and ρ by

the product of marginal densities:

fδρ(δ, ρ|δ �= 0,ρ �= 1)

= fδ(δ|δ �= 0) · fρ(ρ|ρ �= 1)

=
1√

2πQ(−µρ/σρ)σδσρρ
exp

{
−

[
δ

σδ
+

(ln ρ− µρ)
2

2σ2ρ

]}
, (4.13)

where δ > 0 and 0 < ρ < 1. Figure 4.4 is the plot of this joint probability density

function.
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Figure 4.4: Joint probability density function of δ and ρ.
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4.2 Error Analysis

Range estimation error can result from two major sources. One is ToA estimation

error, and the other is any unknown propagation delay in a LoS blockage structure,

which is difficult to estimate without a more thorough knowledge of the block-

age. According to test results given in section 5.2, the excessive propagation delay

in blockage material is considerable especially when the signal propagates through

multiple walls. This can be a limiting factor in UWB ranging through materials. In

this section, errors in ToA estimation of the direct path signal are analyzed proba-

bilistically. Based on the error analysis, the thresholds used in ToA algorithm are

determined.

We can classify ToA errors into two categories. One is early false alarms which

occur when a false detection in the noise-only portion of the signal is regarded as

that of direct path signal. Probability of early false alarm increases with increasing

θδ and decreasing θρ. The other is a missed direct-path error, which occurs when

the actual direct path signal is missed and a multipath signal is falsely declared

to be the direct path signal. Probability of a missed direct path error increases

with decreasing θδ and increasing θρ. A ranging error can also occur because of the

mismatch between the template waveform and the received pulse waveform.
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4.2.1 Probability of an Early False Alarm

An early false alarm probability PFA can be expressed as

PFA = Pr

{
sup

β∈[−θδ ,−δ−Tp)

|ntsβ|
‖s0‖2

> θρ and δ ≤ θδ − Tp

}
(4.14)

=
∫ θδ

0
Pr

{
sup

β∈[−θδ ,−δ−Tp)

|ntsβ|
‖s0‖2

> θρ

}
fδ(δ|δ �= 0)dδ · (1− P0)

+Pr

{
sup

β∈[−θδ,−Tp)

|ntsβ|
‖s0‖2

> θρ

}
· P0 (4.15)

=
∫ θδ

0
Pr

{
sup

β∈[−θδ ,−δ−Tp)

|wtsβ|
‖s0‖2

>
θρ
σN

}
fδ(δ|δ �= 0)dδ · (1− P0)

+Pr

{
sup

β∈[−θδ,−Tp)

|wtsβ|
‖s0‖2

>
θρ
σN

}
· P0 (4.16)

where

w =
1

σN
n. (4.17)

Let’s define the peak SNR as the ratio of the peak signal power to the noise power.

This can be expressed as

SNRp =
1

σ2N
, (4.18)

because the signal was normalized to its peak strength. Substituting (4.18) into

(4.16),

PFA =
∫ θδ

0
Pr

{
sup

β∈[−θδ,−δ−Tp)

|wtsβ|
‖s0‖2

> θρ
√
SNRp

}
· fδ(δ|δ �= 0)dδ · (1− P0)

+Pr

{
sup

β∈[−θδ,−Tp)

|wtsβ|
‖s0‖2

> θρ
√
SNRp

}
· P0 (4.19)
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Let’s define γ and a random process u(β) as

γ = θρ ·
√
SNRp, (4.20)

u(β) =
|wtsβ|
‖s0‖2

. (4.21)

Substituting (4.20) and (4.21) into (4.19),

PFA =
∫ θδ

0
Pr

{
sup

β∈[−θδ,−δ−Tp)
u(β) > γ

}
fδ(δ|δ �= 0)dδ · (1− P0)

+Pr

{
sup

β∈[−θδ ,−Tp)
u(β) > γ

}
· P0. (4.22)

Pr{ sup
β∈[−θδ ,−δ−Tp)

u(β) > γ} can be modeled as a high level crossing probability of

a random process u(β) at a level γ in a given time period [−θδ,−δ − Tp). This

probability can be approximated by

Pr

{
sup

β∈[−θδ,−δ−Tp)

u(β) > γ

}
≈ 1− e−(θδ−δ−Tp)/E(λ), (4.23)

where λ represents the time between a down-crossing and the next adjacent up-

crossing at a given level γ. Detailed computation of the level crossing probability

is given in appendix A. In (4.23), we need the expected value of λ to evaluate the

level crossing probability. The expected value of λ was simulated using a computer

generated white Gaussian vector. The white gaussian vector was correlated with the

template signal and the value of λ for a given γ was observed over 100 occurrences
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Figure 4.5: Simulation result of E(λ). u(β) was simulated and λ for a given γ was
observed over 100 occurrences and averaged.

and averaged. Figure 4.5 shows the simulated values of λ in log scale. By curve-

fitting on the simulation result, E(λ) can be modeled by

E(λ) = C · eBγ, (4.24)

where B = 6.5757 and C = 1.375 × 10−11. The constants B and C depend on the

structure of the template signal and the signal model defined in (3.2) was used in

this simulation. Substituting (4.24) into (4.23),

Pr

{
sup

β∈[−θδ,−δ−Tp)
u(β) > γ

}
= 1− exp

[
−(θδ − δ − Tp)

C
e−Bγ

]
. (4.25)
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Substituting (4.2) and (4.25) into (4.22), we get

PFA = 1− (1− P0)
σδe

−(θδ−Tp)/σδ

σδ − CeBγ
− P0σδ − CeBγ

σδ − CeBγ
exp

[
− (θδ − Tp)

C
e−Bγ

]
. (4.26)

Substituting (4.20) into (4.26),

PFA = 1− (1− P0)
σδe

−(θδ−Tp)/σδ

σδ − CeBθρ

√
SNRp

−P0σδ − CeBθρ

√
SNRp

σδ − CeBθρ

√
SNRp

exp

[
−(θδ − Tp)

C
e−Bθρ

√
SNRp

]
. (4.27)

4.2.2 Probability of a Missed Direct Path Error

The probability PM of a missed-direct-path error can be evaluated by computing

PM = Pr(δ > θδ or ρ < θρ)

= 1− Pr(0 ≤ δ ≤ θδ and θρ ≤ ρ ≤ 1)

= 1− P0 − (1− P0)
∫ 1

θρ

∫ θδ

0
fδρ(δ, ρ|δ �= 0)dδdρ.

(4.28)

Substituting (4.13) into (4.28),

PM = (1− P0)


1− (1− e−θδ/σδ)


1−

Q( ln θρ−µρ

σρ
)

Q(−µρ

σρ
)




 . (4.29)
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Probabilities of an (a) early false alarm and (b) a missed direct path with a peak

SNR of 18 dB are plotted over θδ and θρ in figure 4.6.
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Figure 4.6: Plot of (a) PFA and (b) PM with a peak SNR of 18 dB.
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Chapter 5

Threshold Setting and Test for the ToA Algorithm

5.1 Threshold Setting Criteria

The thresholds, θδ and θρ, which are used in the ToA algorithm have to be determined

so that they meet the performance criteria. Two kinds of criteria for threshold

setting are introduced in this section: (1) early false alarm criterion and (2) the

minimum probability of error criterion. The early false alarm criterion determines

the thresholds so that the probability of a missed direct path error (PM) is minimized

with a given early false alarm setting (αF). The false alarm setting is a conventional

method used in radar detection [26, 2] and is also similar to the Neyman-Pearson

criterion which is used in hypothesis testing. By the minimum probability of error

criterion, which is a special case of Bayes criterion, θδ and θρ are determined so that

total probability of error (PM + PFA) is minimized. We can apply these threshold

setting criteria in two different ways; First, we can apply the early false alarm

criterion (or the minimum probability of error criterion) for the calculation of both

49



θδ and θρ. Second, it is also possible to use these criteria only for setting θρ, while

θδ is determined so that Pr(δ > θδ) is equal to a given level (αM). The following

summarizes four different threshold setting criteria mentioned above:

A. Early false alarm criterion

• Criterion A.1

– Set θδ and θρ so that PM is minimized under the constraint that

PFA = αF.

• Criterion A.2

– Set θδ so that it satisfies Pr(δ > θδ) = αM.

– Set θρ so that it satisfies PFA = αFA.

B. Minimum probability of error criterion

• Criterion B.1

– Set θδ and θρ so that PFA + PM is minimized.

• Criterion B.2

– Set θδ so that it satisfies Pr(δ > θδ) = αM.

– Set θρ so that PFA + PM is minimized.

Figure 5.1 shows the optimum thresholds based on criterion A.1. Each curve

shows the collection of (θδ, θρ)’s which satisfy the early false alarm setting, αF =

0.005, with a given peak SNR. The circular mark on each curve represents the
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thresholds which minimize PM . According to criterion A.2, θδ is determined by

solving the following equation:

(1− P0)
∫ ∞

θδ

fδ(δ|δ �= 0)dδ = αM. (5.1)

Substituting (4.2) into (5.1), θδ is given by

θδ = σδ ln
1− P0

αM

, (5.2)

and the θδ that satisfies the early false alarm setting is evaluated from (4.27). Notice

that using criterion A.2, θρ is evaluated independently of PDF of ρ, which means

the threshold on the signal strength can be set at a fixed level above the noise even

before scaling the signal by
1

|apeak| .

Figure 5.3 shows the optimum thresholds set by criterion B.1. Each circular mark

is the (θδ, thetaρ) pair which minimizes the total probability of error, PFA +PFA, for

a given peak SNR. Using criterion B.2, θδ is set in a manner similar to criterion

A.2., which is given by (5.2). Threshold θρ is set so that PFA +PFA is minimized for

the given θδ. Figure 5.4 is a plot of PM vs. PFA with αM = 0.001 and the circular

mark on each curve represents the thresholds that satisfy the minimum probability

of error criterion.
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Figure 5.1: Threshold setting using criterion A.1 with αFA = 0.005. Each curve is
the collection of θδ and θρ which satisfy PFA = αFA. The circular mark on each curve
represents the thresholds that minimize PM.
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Figure 5.3: Threshold setting using criterion B.1. Each circular mark represents the
optimum θδ and θρ that minimize PFA + PM with a given peak SNR.
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5.2 Test on Measured Data

ToA algorithm was tested on the propagation data. In each test, the thresholds, θδ

and θρ were set with criterion B.2 described in the previous section. The value of θδ

was set at 102.8 ns which corresponds to αM = 0.001, and θρ was set by the peak

SNR of each signal. Figure 5.5 through figure 5.12 show of test results on the signals

measured at locations 2 through 17 described in section 2.1. In each example, the

upper plot is the measured waveform and the lower one shows the reconstructed

signal with the paths detected in the ToA algorithm. The vertical line appearing

in each plot indicates the expected arrival time of the direct-path signal in the

presence of a clear LoS path, based on physical range measurements. We can observe

discrepancies up to a few nanoseconds of delay in each example between location of

this line and the signal frontend. This probably is caused by excessive propagation

delay in the LoS blockage and a systematic error in the distance measurement. This

unknown delay makes it difficult to measure the length of the direct propagation

path. In figure 5.12, notice the large error which is due to the metallic LoS blockage

(elevators). In this case, signal components detected are reflected or diffracted.

Figure 5.13 shows the range estimation errors incurred in this test at the locations

marked in Figure 2.3. Notice that larger errors occurred at long ranges, probably

because the structure of LoS blockage was more complex at these locations.
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Figure 5.5: ToA algorithm tested on measured signal at location 2 and 3 with
thresholds set by criterion B.2. The vertical scale is in millivolts. Vertical line in
each plot show the ToA of the direct path signal based on true measured range,
assuming the presence of a clear LoS. The threshold θδ was set at 102.8 ns with
αM = 0.001 and the values of θρ were (a) 0.060 and (b) 0.056. Notice that the ToA
of the signal was defined as the center of the pulse. (See figure 3.1)
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Figure 5.6: ToA algorithm tested on measured signal at location 4 and 5 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.038 and (b) 0.060. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.7: ToA algorithm tested on measured signal at location 6 and 7 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.034 and (b) 0.020. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.8: ToA algorithm tested on measured signal at location 8 and 9 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.030 and (b) 0.050. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.9: ToA algorithm tested on measured signal at location 10 and 11 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.082 and (b) 0.102. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.10: ToA algorithm tested on measured signal at location 12 and 13 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.112 and (b) 0.154. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.11: ToA algorithm tested on measured signal at location 14 and 15 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.152 and (b) 0.184. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.12: ToA algorithm tested on measured signal at location 16 and 17 with
thresholds set by criterion B.2. Vertical line in each plot show the ToA of the direct
path signal based on true measured range, assuming the presence of a clear LoS.
The threshold θδ was set at 102.8 ns with αM = 0.001 and the values of θρ were (a)
0.288 and (b) 0.458. Notice that the ToA of the signal was defined as the center of
the pulse. (See figure 3.1)
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Figure 5.13: Range estimation errors (estimated range - measured range) incurred
in the test using threshold setting criterion B.2. The numbers are the index of
measurement positions.
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Chapter 6

Design of an UWB Ranging System

6.1 Introduction

In previous chapters, a ToA measurement algorithm using generalized maximum

likelihood was introduced and tested on a set of propagation data. Utilizing the

fine range resolution of the signal and statistical information on the arrival time and

strength, the direct path signal can be detected with reasonable accuracy. The data

used for the test of the ranging algorithm is a set of sampled waveforms whose sam-

pling frequency is 20.5 GHz, which is conservatively high considering the bandwidth

of the UWB signal even though it is not band-limited. The sampling frequency of

the waveform affects the accuracy of ToA estimation. So to achieve accuracy in ToA

estimation, the ranging system should have a rapid measurement capability.

Withington et al. [40] introduced an UWB scanning receiver system which, using

two correlators, has the capability of simultaneous communication and channel pulse

response measurement. What is interesting with this UWB scanning receiver system
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Figure 6.1: Receiver schematic of UWB ranging system.

is that it does not require a common clock between the transceiver for the measure-

ment of the signal but derives timing for the channel response measurements from

the synchronous communication clock. In this chapter, the UWB ranging system

using a correlator and a parallel sampler to enable a higher speed measurement of

signals is introduced. This system utilizes the ToA algorithm introduced in chapter

3 and employs two-way ranging scheme for the range estimation between transceiver

without a common timing reference.
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6.2 System Description

Figure 6.1 shows the receiver block diagram of the UWB ranging system. This

system is composed of a correlator, a parallel receiver, and a microprocessor. The

correlator locks on the received signal and the parallel receiver collect samples from

the signal. The microprocessor controls the times of the correlator and sampler and

perform the signal processing with collected samples.

At the receiver frontend, a wideband low noise amplifier (LNA) with a gain of Ka

is used to amplify the received signal. When the signal is received, it is correlated

with the template signal s(t) of width of Tp sec. The correlator synchronizes with

the received signal, specifically with one path. The quantity Un is the time-tracking

point in the nth time frame. The digitized correlator output Ln in the nth time frame

is used for tracking and evaluation of noise power. Once the correlator is locked,

the parallel sampler starts sampling the incoming signal under the time control of

a trigger signal. The trigger time Vn in the nth time frame is controlled relative to

the tracking time Un. The signal is filtered by a band-pass filter and then sampled

by the parallel sampler which is composed of a bank of NR individual samplers and

NR analog-to-digital converters (ADC). Each individual sampler performs uniform

sampling at a sampling rate of 1/Ts Hz and takes Ns samples per time frame. The
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samples taken at one location are averaged given number of times later to increase

SNR. In nth time frame, the ith individual sampler takes samples at

t = Vn + (NR − 1)φ + kTs, where 0 ≤ k ≤ Ns − 1. (6.1)

The offset in the sampling times of any two adjacent individual samplers is φs, which

satisfies

φs ·NR = Ts. (6.2)

A Total of Ns · NR samples are taken in each time frame by this parallel sampler

and the overall sampling rate is 1/φs Hz. The overall sampling frequency is propor-

tional to the number of individual samplers employed, however, it is limited by an

implementation issue. To acquire an acceptable SNR, each sample is integrated over

several time frames. Once the samples are averaged over a given number of times,

samples at different locations are taken by changing the relative trigger time of the

sampler to the time-tracking point, which results in the increase of the sampling fre-

quency of the measured signal. The samples of the signal taken with an acceptable

SNR are used to estimate the arrival time of the direct path signal. Assuming that

the overall sampling rate of the measured signal is high enough compared to signal

bandwidth, we can directly apply the ToA algorithm described in chapter 3.

Let’s take a system which employs 10 individual samplers with a sampling rate

of 100 MHz each as an example. If the transmitter and receiver are time-multiplexed
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with a period of 0.2 msec, then each radio would take samples for 0.1 ms per time-

multiplex period. Assume that the pulse repetition rate is 10 Mpps, which corre-

sponds to the frame time of 0.1µsec, and each individual samplers take 8 samples per

time frame. Then total number of samples taken by each radio per time-multiplex

period, NT, is given by

NT = 10× 106 × 0.1× 10−3 × 8× 10 = 8000. (6.3)

If samples are averaged over 32 times and time displacement between any two adja-

cent samples is 0.05 ns, then signal can be measured with 20 GHz of overall sampling

frequency and 125 ns of time span, which provides data with a high enough sampling

rate to apply ToA algorithm.

6.3 Evaluation of Noise Power

To determine the thresholds used in the ToA algorithm, the SNR of the peak path

must be evaluated, so the noise power of the received signal has to be estimated. A

traditional method to estimate the noise power is to send training signals or send

no signal at all, which necessitates a separate time interval for the noise estimation.

However, in the UWB ranging system, we can take advantage of the fact that the

tracking correlator is locked on a specific path with a constant amplitude, assuming
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that the channel is stationary during the evaluation. We utilize the correlator output

for the noise power estimation.

Let Ln be the random variable representing the digitized correlator output at

nth time frame. Then Ln is evaluated by

Ln =
∫ Un+Tp

Un

s(t− Un − Tp/2)r(t)dt. (6.4)

Let’s assume that there is no other path which overlaps with the locked path, then

Ln can be approximated by

Ln ≈
∫ Un+Tp

Un

s(t− Un − Tp/2)[ALocks(t− Un − Tp/2) + n(t)]dt, (6.5)

where ALock is the amplitude of the locked path. The noise n(t) is assumed to be

white gaussian with correlation function is given by

RN(τ) = σ2bδD(τ). (6.6)

The expected value of Ln can be evaluated by

E{Ln} = E

{∫ Un+Tp

Un

s(t− Un − Tp/2)[ALocks(t− Un − Tp/2) + n(t)]dt

}

= ALock

∫ Un+Tp

Un

s2(t− Un − Tp/2)dt+
∫ Un+Tp

Un

E{s(t− Un − Tp/2)n(t)}dt

= Es · ALock. (6.7)
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The variance of Ln is

V ar{Ln} = E{(Ln − EsALock)
2}

= E

{[ ∫ Un+Tp

Un

ALocks
2(t− Un − Tp/2)dt

+
∫ Un+Tp

Un

s(t− Un − Tp/2)n(t)dt− EsALock

]2}

= E

{[ ∫ Un+Tp

Un

s(t− Un − Tp/2)n(t)dt
]2}

= E

{∫ Un+Tp

Un

∫ Un+Tp

Un

s(t− Un − Tp/2)s(t
′ − Un − Tp/2)n(t)n(t

′)dtdt′
}

=
∫ Un+Tp

Un

∫ Un+Tp

Un

s(t− Un − Tp/2)s(t
′ − Un − Tp/2)σ

2
bδD(t− t′)dtdt′

=
∫ Un+Tp

Un

σ2bs
2(t− Un − Tp/2)dt

= Es · σ2b, (6.8)

If we assume the channel is stationary during the measurement and the noise is

white gaussian, the sequence {Ln} is independent, identically distributed, and Alock

and σ2b can be evaluated using the weak law of large number:

Alock =
E{Ln}
Es

=
1

Es

lim
p→∞

1

p

p∑
n=1

Ln, (6.9)

σ2b =
1

Es

V ar{Ln}

=
1

Es

lim
p→∞

1

p

p∑
n=1

(Ln − ALock)
2. (6.10)
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Let NT be the number of pulses transmitted during TM sec and assume it is very

large, then Alock and σ2b can be approximated to be

Âlock =
1

EsNT

NT∑
n=1

Ln, (6.11)

σ̂2b =
1

EsNT

NT∑
n=1

(Ln − ALockEs)
2. (6.12)

The noise variance would be further reduced since each sample is integrated. Let’s

assume samples are integrated over NA times to get a reasonable SNR, then the

noise variance is reduced by
1

NA

times,

σ̂2b =
1

EsNTNA

NT∑
n=1

(Ln − ALockEs)
2. (6.13)

6.4 Two-Way Ranging Scheme

A UWB ranging system estimates the range using a completely wireless two-way link

without a common timing reference. The range estimate is based on the measured

signal round-trip time between the transceiver. This ranging scheme uses a two-way

remote synchronization technique [19] employed in satellite systems.

Figure 6.2 is the timing diagram of this approach. A pair of UWB radios are time

multiplexed with a period of TM. Each radio switches between a transmission mode

and a reception mode every TM/2 sec and the clocks are assumed to be locked. Radio

1 transmits signal 1 which is a train of pulses without modulation. It is received by
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Figure 6.2: Evaluation of the signal round-trip time using 2-way ranging technique.

radio 2 and signal 1′ denotes the captured signal. The time-multiplex period TM is

assumed to be large enough relative to the temporal profile of the received signal

so that it does not affect the next transmission. The delay between transmission

and reception of this signal is τprop + τoff,1, where τprop is the propagation time and

τoff,1 represents the time offset between the locked path and the direct path. With a

known delay of TM/2 from the front end of signal 1′, radio 2 transmits signal 2 and

it is captured by radio 1. Signal 2′ denotes the captured signal by radio 1. Similarly,

a delay of τprop + τoff,2 exists in this direction. The structures of signal 2 and signal

2′ are similar to those of signal 1 and signal 1′, respectively. Radio 1 can measure

the signal round-trip time, τround, which is

τround ≈ 2τprop +
TM
2

+ τoff,1 + τoff,2. (6.14)
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Then the signal propagation time can be approximated by

τprop ≈ τround − TM/2− τoff,1 − τoff,2
2

. (6.15)

Radio 2 informs radio 1 of τoff,1 afterwards with a few bits of information so that

radio 1 can evaluate the signal propagation time. Radio 2 also sends the information

on SNR of measured signal to radio 1. If SNR’s of the measured signals at both

sides are not large enough to achieve desired performance, the two radios increase

the signal measurement time by repeating the same measurement in the next time-

multiplex period. This post-processing is necessary because with an unacceptable

SNR, desired accuracy in ToA estimation cannot be achieved.
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Chapter 7

Application of ToA algorithm for UWB Scanning

Receiver

In this chapter, the application of the ToA algorithm for an existing technology,

UWB scanning receiver system which was developed by Time Domain Corporation,

is discussed. The UWB scanning receiver has a communication and signal measure-

ment capability and employs two correlators, one of which is used for tracking and

the other is for sampling. A detailed description of this system is given in [40]. Since

the sampling correlator takes one sample per time frame, the measurement speed of

this system is not high enough to achieve high sampling frequency. Since the ToA

algorithm proposed in chapter 3 assumes the presence of measurement data with a

high enough sampling rate, the algorithm is modified to be applied to under-sampled

data.
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7.1 Modification of the Algorithm

The ToA algorithm of chapter 3 requires the knowledge of location and strength

of the peak path of received signal. To get this information in a UWB scanning

receiver, a separate search for the peak signal has to be performed once the tracking

correlator is locked, since the locked path is not necessarily the peak. This consumes

a considerable amount of time because of the low sampling rate. Further, it is difficult

to perform the GML estimation with under-sampled data.

The modified algorithm is as follows. First, the search region for the direct path

signal with a given length of θδ is set in the forward direction from the location of

the locked path. Considering that the synchronization strategy is based on threshold

detection, by which the tracking correlator is locked on the first level crossing point

at the threshold, we can assume that the tracking correlator is locked on a path

which arrives earlier than the peak path. As a consequence, the probability of

an early false alarm would increase since the length of the noise only portion of

the signal over which the search is conducted increases, while the risk of missing

the direct path signal beyond the range of search would decrease. Secondly, the

threshold of the amplitude is determined only by the noise floor without considering

the relative path strength due to the absence of the knowledge of the peak strength.

Thirdly, the first level crossing point is regarded as the ToA of direct path signal

since computation of GML estimation cannot be done with the under-sampled data.
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Lock path

First level crossing detected

t

Figure 7.1: Search for the earliest arrival of the signal using uniform sampling.
Search is performed in a positive direction along the time axis.

Figure 7.1 illustrates the search process. Search by sampling is done in the

positive direction along the time axis and terminated once the first level crossing

is detected. To perform search for the earliest arrival with a low sampling rate,

effective sampling design is very important. In the next section, issues related to the

sampling scheme is discussed.

7.2 Sampling Issues

As discussed in the previous section, in the modified ToA algorithm, the earliest

arrival is detected by searching the first level crossing time by sampling the corre-

lator output. To achieve an accurate detection in a limited measurement, which is

determined by sampling rate, length of search region, and the number of integration,

effective sampling design is critical. To determine the sampling strategy, it is nec-

essary to know the minimum sampling frequency required. For example, the larger
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is the distance between adjacent two samples, the higher is the risk of missing the

level crossing point between them.

While it is very difficult to evaluate the probability of missing level crossing

between samples, we can think of some ways to measure this risk. One of them is

to quantify the interpolation error caused by under-sampling, assuming the signal is

deterministic. Since the signal from which the samples are taken is not band-limited,

it is impossible to sample at the Nyquist rate and as a consequence, the signal spectra

would overlap [22]. The amount of energy of high frequency components lost due

to aliasing will provide one way of measuring the sampling quality. Another is to

evaluate the error variance in minimum mean square error (MMSE) estimation,

assuming the correlator output signal is a wide sense stationary (w.s.s.) process.

Figure 7.2 shows an example of MMSE estimation using two samples. In this figure,

ŵ(t′) denotes the MMSE estimate of w(t′) evaluated with observation vector of

samples, namely m, which is

m =



w(t1)

w(t2)


 . (7.1)

The solid line represents the reconstructed signal using MMSE estimation and the

dotted line represents the standard variation of the estimation error. The closer the

dotted line is to the threshold level at which the crossing is searched, the larger is
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Figure 7.2: Reconstruction of signal using MMSE estimation based on two samples.
Solid curve indicates the reconstructed signal and the dotted line shows the error
deviation.

the probability of missing the occurrence of crossing. MMSE estimate of w(t′) and

the error variance σ2MS(t
′) are given by

ŵ(t′) = RŵmR
−1
m m, (7.2)

σ2MS(t
′) = Tr(Rŵ −RŵmR

−1
m Rmŵ), (7.3)

where Rŵ and Rm are correlation matrix ŵ(t′) and m, respectively, Rŵm is the

cross-correlation matrix of ŵ(t′) and m, and Tr(·) is the trace function. Correlation

matrices appearing in (7.2) are evaluated by computing

Rŵ = Rw(0), (7.4)
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Figure 7.3: Transmission and reception of signal in UWB scanning receiver system
link. The channel function hb(t) can be approximated using the measured antenna
system function.

Rm =




Rw(0) Rw(t1 − t2)

Rw(t2 − t1) Rw(0)


 , (7.5)

Rŵm = [Rw(t
′ − t1) Rw(t

′ − t2)], (7.6)

whereRw(τ) denotes the auto-correlation function of w(t). As shown in (7.2) through

(7.6), to calculate ŵ(t′) and σ2MS(t
′), auto-correlation function of the correlator out-

put signal needs to be evaluated.

Figure 7.3 is the block diagram of a matched filter system which is equivalent

to a scanning receiver system link. A transmitted UWB pulse p(t) goes though the

channel including antennas whose impulse response is hb(t), and the resulting output

is correlated is the template signal u(t). Assuming the correlator output w(t) is a

wide sense stationary random process, the energy spectral density Sw(f) of w(t) can

be approximated by

Sw(f) = |U(f)|2|Hb(f)|2Sp(f), (7.7)
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where Sp(f) is the energy spectral density of p(t). The channel function Hb(f) can

be modeled using the measured antenna system function Ha(f) shown in figure 2.6,

which is

Hb(f) = ca ·Ha(f), (7.8)

where the unknown constant ca is the attenuation factor. Let’s define S ′
w(f) and

R′
w(τ) as

S ′
w(f) = |U(f)|2|Ha(f)|2Sp(f), (7.9)

R′
w(τ) = F−1{S ′

w(f)}. (7.10)

Then, Sw(f) and Rw(τ) satisfies

Sw(f) = c2a · S ′
w(f), (7.11)

Rw(τ) = c2a ·R′
w(τ). (7.12)

In figure 7.4 and figure 7.5, plots of Sp(f), |U(f)|2, S ′
w(f), and R

′
w(τ) are shown.

The template u(t) was assumed to be s(t) whose mathematical model is given in

(3.2). The unknown constant ca can be evaluated using (7.12), which is

ca =

√√√√Rw(0)

R′
w(0)
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=

√
Ew

R′
w(0)

, (7.13)

where Ew is the total energy of w(t). So calculation of ca requires knowledge of the

total energy of w(t), which is difficult to estimate without knowledge of the channel.

Figure 7.6 and figure 7.7 are examples of the standard deviation of error, σMS(t),

assuming ca is equal to 1. Figure 7.6 compares σMS(t) with different sampling rates,

assuming the number of samples used for the estimation is 2. Notice that the peak

of each curve is located at the midpoint between the two samples. Figure 7.7 shows

another comparison of σMS(t) with a different number of observations used for the

estimation, while the sampling rate is fixed at 2 GHz, assuming the closest samples

are used for estimation. The error deviation decreases as the number of observations

used increases.
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Figure 7.4: Spectral density of p(t) and u(t). The template signal u(t) was modeled
using s(t) shown in figure 3.1

84



0.5 1 1.5 2 2.5 3 3.5 4
−560

−540

−520

−500

−480

−460

−440

−420

−400

dB

Frequency (GHz)

(a) S′
w(f)

−20 −15 −10 −5 0 5 10 15 20
−8

−6

−4

−2

0

2

4

6

8

x 10
−32

τ (ns)

(b) R′
w(τ)
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Chapter 8

Conclusion

The target of this dissertation was to design a UWB ranging system with a decent

multipath immunity for the application in dense multipath environments. A ToA

based ranging scheme was adopted and a ranging algorithm for the detection of the

direct path signal was developed. A set of propagation data was used for probabilistic

analysis related to the ToA algorithm and another set of measurements were made

to test the algorithm. The UWB ranging system was designed utilizing the ToA

algorithm based on two-way ranging scheme. Thus, this work was composed of two

main parts, development of processing algorithm for ToA estimation of the direct

path signal and design of the system using this algorithm.

The ToA algorithm introduced in chapter 3 is based on a deterministic assump-

tion, as most multipath resolution techniques developed for narrow band are. So it

was developed independently of UWB channel model, even if some statistical infor-

mation of a few critical parameters were used for threshold setting, and this is why

the algorithm does not achieve the optimality. Nevertheless, the search algorithm
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based on GML provided a sup-optimal solution and the tests on the measured data

showed a reasonable performance in terms of its accuracy. Furthermore, even if

there has been similar deterministic approaches for ToA estimation, direct path sig-

nal detection using critical parameters of the signal and threshold setting based on

a decent statistical model which was acquired from measurement data is one of the

novel aspects of this work. A study of ToA measurement using different estimation

technology based on a stochastic scenario would be of interest. This work would

incorporate modeling of the UWB channel.

The design of the UWB ranging system which consists of two main parts, tracking

and sampling, is based on the structure of the UWB scanning receiver system [40]

developed at Time Domain. An employment of a parallel receiver instead of a

sampling correlator is for the purpose of improving the measurement speed and this

is what makes this system distinguishing. The two-way ranging scheme introduced

in chapter 6 assumes that the clocks are locked. So the clock synchronization is an

important issue for the utilization of this technique and a further study is required.
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Appendix A

Evaluation of High Level Crossing Probability of

a Continuous Random Process

In (4.22), Pr{ sup
β∈[−θδ,−δ−Tp)

u(β) > γ} can be evaluated by computing the level cross-

ing probability of the random process u(β) at a given level γ. This problem has

been studied [28, 14, 8, 24] with different assumptions about the random process.

We look for the probability that the random process u(β) crosses the level γ within

the time period β ∈ [−θδ,−δ − Tp), assumming that u(−θδ) < γ. The random

process u(β) is colored gaussian process whose autocorrelation function satisfies

Ru(τ) = 0, if |τ | > Tp. (A.1)

Since u(β) is a stationary process, it also satisfies

Pr{ sup
β∈[−θδ,−δ−Tp)

u(β) > γ} = Pr{ sup
β∈[0,θδ−δ−Tp)

u(β) > γ}, (A.2)
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Figure A.1: Evaluation of level crossing probability. λ denotes the time between
successive down-crossing and up-crossing and ζ is the first occurrence time.

where u(0) < γ.

Let’s define ζ(> 0) as the time of the first occurrence of crossing at u(β) = γ

and λ as the time between successive down-crossing and up-crossing. (See figure

A.1.) The quantitiy λ0 denotes the time interval between a down-crossing and

the next adjacent up-crossing which contains the origin. Assuming the time of

a down-crossing is uniformly distributed along the time axis, probability that the

origin belongs to an interval between successive down-crossing and up-crossing with

a length of λ0 is proportional to λ0. So PDF of λ0 satisfies

fλ0(λ0) ∝ λ0 · fλ(λ0). (A.3)

Normalizing (A.3),

fλ0(λ0) =
λ0 · fλ(λ0)∫ ∞

0
λ · fλ(λ)dλ

95



=
λ0 · fλ(λ0)

E(λ)
, (A.4)

where E(λ) is the expected value of λ. Considering the uniformity of location of

the origin in the interval λ0,

fζ(ζ |λ0 = λ0) =




1/λ0, if ζ < λ0

0, otherwise

(A.5)

Using (A.4) and (A.5), fζ(ζ) is given by

fζ(ζ) =
∫ ∞

0
fζ(ζ|λ0 = λ0) · fλ0(λ0)dλ0

=
∫ ∞

ζ

1

λ0

λ0
E(λ)

fλ(λ0)dλ0

=
1

E(λ)
[1−

∫ ζ

0
fλ(λ0)dλ0]. (A.6)

Let’s assume that

ζ > Tp, (A.7)

then the first occurrence time is not affected by the past history of u(β), which

means its distribution has memoryless character. So fζ(ζ) satisfies

fζ(ζ) = fλ(ζ). (A.8)
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Substituting (A.8) into (A.6),

fζ(ζ) =
1

E(λ)
[1−

∫ ζ

0
fζ(λ0)dλ0]. (A.9)

Solving the integral equation (A.9),

fζ(ζ) =
1

E(λ)
e−ζ/E(λ). (A.10)

So the level crossing probability that we desire is equivalent to

Pr{ sup
β∈[0,θδ−δ−Tp)

u(β) > γ|u(0) < γ} = Pr(0 ≤ ζ ≤ θδ − δ − Tp|u(0) < γ)

=
∫ θδ−δ−Tp

0
fζ(ζ)dζ

= 1− e−(θδ−δ−Tp)/E(λ). (A.11)
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Appendix B

UWB Ambiguity Function

B.1 Derivation UWB Ambiguity Function

In a narrow-band system, the ambiguity function has two parameters [33] repre-

senting time mismatch at the matched filter and frequency mismatch caused by the

doppler frequency offset related to radial velocity uncertainties. In defining the UWB

ambiguity function, doppler frequency offset is not considered due to the absence

of a carrier. Instead, we consider a scaling factor caused by the offset in the radial

velocities. Let’s assume a signal st(t) is transmitted by the transmitter, which is

st(t) = Ats(t), (B.1)
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where At is the amplitude of the signal. The transmitted signal is then time delayed

by τr and time scaled by α due to the radial velocity. The received signal sr(t) can

be represented by

sr(t) = Ars
(
α(t− τr)

)
, (B.2)

where Ar is the amplitude of received signal. At the receiver, the received signal is

matched filtered to signal sm(t), which is

sm(t) = Ams(t− τm), (B.3)

and the matched filter output z(t) is given by

z(t) = ArAm

∫ ∞

−∞
s(t− τm)s

(
α(t− τr)

)
dt

= ArAm

∫ ∞

−∞
s(t)s

(
α(t− (τr − τm)

)
dt

= ArAm

∫ ∞

−∞
s(t)s

(
α(t− τ)

)
dt

=
ArAm√
α

∫ ∞

−∞

√
αs(t)s

(
α(t− τ)

)
dt︸ ︷︷ ︸

Ambiguityfunction

, (B.4)

where

τ = τr − τm. (B.5)
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UWB ambiguity function, namely χu(τ, α), can be defined as

χu(τ, α) =
∫ ∞

−∞

√
αs(t)s(α(t− τ))dt, (B.6)

where
√
α is for normalization so that the signal energy is kept constant. As for the

conventional narrow-band ambiguity function, the UWB ambiguity function satisfies

χu(τ, α) ≤ χu(0, 1) = Es, (B.7)

where Es denotes the energy of s(t). If α is equal to 1, χu(τ, α) can be interpreted

as the auto-correlation function of s(t).

The function χu(τ, α) can be expanded near (0, 1) using Taylor series expansion,

which is

χu(τ, α) = χu(0, 1)[1 + Aττ + Aα(α− 1) +
1

2
Bττ

2 +
1

2
Bα(α− 1)2

+
1

2
Bτατ(α− 1)], (B.8)
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where Aτ , Aα, Bτ , Bα, and Bτα are defined as




Aτ =
1

χu(0, 1)

∂

∂τ
χu(τ, α)

∣∣∣∣∣
τ=0,α=1

,

Aα =
1

χu(0, 1)

∂

∂α
χu(τ, α)

∣∣∣∣∣
τ=0,α=1

,

Bτ =
1

χu(0, 1)

∂2

∂τ 2
χu(τ, α)

∣∣∣∣∣
τ=0,α=1

,

Bα =
1

χu(0, 1)

∂2

∂α2
χu(τ, α)

∣∣∣∣∣
τ=0,α=1

,

Bτα =
1

χu(0, 1)

∂2

∂τ∂α
χu(τ, α)

∣∣∣∣∣
τ=0,α=1

.

(B.9)

The coefficients Aτ and Aα can be evaluated by

Aτ =
1

χu(0, 1)

∂

∂τ

∫ ∞

−∞

√
αs(t)s(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

= − 1

χu(0, 1)

∫ ∞

−∞
α
√
αs(t)s′(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

= − 1

χu(0, 1)

∫ ∞

−∞
s(t)s′(t)dt

= − 1

χu(0, 1)

[
1

2
s2(t)

]∞
−∞

= 0, (B.10)

Aα =
1

χu(0, 1)

∂

∂α

∫ ∞

−∞

√
αs(t)s(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

∫ ∞

−∞
s(t)

[
1

2
√
α
s(α(t− τ)) +

√
α(t− τ)s′(α(t− τ))

]
dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

∫ ∞

−∞
1

2
s2(t)dt+

1

χu(0, 1)

∫ ∞

−∞
ts(t)s′(t)dt

=
1

χu(0, 1)

[
1

2
ts2(t)

]∞
−∞
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= 0. (B.11)

According to (B.10) and (B.11), the coefficients of the first order terms are 0 if the

pulse is time limited. The coefficients of the second order terms Bτ , Bα, and Bτα can

be evaluated by computing the second order partial derivatives of χu(τ, α), which

are

Bτ =
1

χu(0, 1)

∂2

∂τ 2

∫ ∞

−∞

√
αs(t)s(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

∫ ∞

−∞
α2

√
αs(t)s(t)′′(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

∫ ∞

−∞
s(t)s(t)′′dt

= − 1

χu(0, 1)

∫ ∞

−∞
(2πf)2|S(f)|2df, (B.12)

Bα =
1

χu(0, 1)

∂2

∂α2

∫ ∞

−∞

√
αs(t)s(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

∫ ∞

−∞
s(t)

[
− 1

4α
√
α
s(α(t− τ)) +

1√
α
(t− τ)s′(α(t− τ))

+(t− τ)2
√
αs′′(α(t− τ))

]
dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

[
− 1

4

∫ ∞

−∞
s2(t)dt+

∫ ∞

−∞
ts′(t)s(t)dt+

∫ ∞

−∞
t2s′′(t)s(t)dt

]

=
1

χu(0, 1)

[
− 1

4

∫ ∞

−∞
s2(t)dt+

[
1

2
ts2(t)

]∞
−∞

− 1

2

∫ ∞

−∞
s2(t)dt

+
∫ ∞

−∞
t2s′′(t)s(t)dt

]

=
1

χu(0, 1)

[
− 3Es

4
+

∫ ∞

−∞
t2s(t)s′′(t)dt

]
, (B.13)
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Bτα =
1

χu(0, 1)

∂2

∂τ∂α

∫ ∞

−∞

√
αs(t)s(α(t− τ))dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

∫ ∞

−∞
s(t)

[
− 3

2

√
αs′(α(t− τ))− α

√
α(t− τ)s′′(α(t− τ))

]
dt

∣∣∣∣∣
τ=0,α=1

=
1

χu(0, 1)

[
− 3

2

∫ ∞

−∞
s(t)s′(t)dt−

∫ ∞

−∞
ts(t)s′(t)dt

]

= − 1

χu(0, 1)

∫ ∞

−∞
ts(t)s′′(t)dt. (B.14)

If we define the effective bandwidth Beff as

Beff =

[ ∫ ∞

−∞
(2πf)2|S(f)|2df

] 1
2

, (B.15)

then Bτ can be interpreted as a function of bandwidth, which is

Bτ = − 1

χu(0, 1)
B2

eff . (B.16)

B.2 Computer Plots of UWB Ambiguity

functions

In this section, UWB ambiguity functions with different formats are evaluated using

computer simulations. The UWB pulse s(t) was assumed to be the one which was

modeled in (3.2). (See figure 3.1.) Figure B.1 shows the ambiguity function of

a single UWB pulse. Considering the scale of potential mismatch in the radial

velocities, the velocity resolution is not very good, while the time resolution is very
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fine and the shape of resulting ambiguity function of a single UWB pulse can be

classified as the knife-edge type.

Suppose the UWB ranging system transmits and receives a train of pulses. Be-

cause of the absence of a common clock, there may exist mismatch in the clock

periods of the transmitter and receiver. The order of the clock period mismatch can

be possibly as large as 0.1%, which is considerable compared to the the mismatch

caused by typical radial velocity uncertainties. So we can ignore the velocity mis-

match and instead, consider the clock misalignment or drift as the second factor

of the UWB ambiguity function. The UWB ambiguity function of a train of Np

periodic pulses are given by

χu(τ, α) =
∫ ∞

−∞

Np−1∑
i=1

Np−1∑
j=1

s(t− iTf)s(t− jαTf)dt, (B.17)

where Tf is the clock period and α is the scaling factor due to the clock period

differences, which is equal to

α =
Tf

Tf + Td
, (B.18)

where Td denotes the clock period mismatch. Detailed evaluation of the ambiguity

function of the periodic gaussian pulses is given in [12] and figure B.2 is a simulated

ambiguity function. The number of pulses was assumed to be 64 and pulse repetition

rate is 10 Mpps. We can still measure the range with a fine resolution but with an
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ambiguity and the clock frequency resolution is also fine considering its scale. Figure

B.3 is the ambiguity function of a train of time hopped pulses, which is represented

by

shop(t) =
Np−1∑
j=0

s

(
t− jTf − cj(u)Tc +

(Np − 1)Tf
2

)
(B.19)

where Np is the total number of pulses and Tf and Tc denote frame time and chip

time, respectively. The time hopping sequence {cj(u)} satisfies

0 ≤ cj(u) ≤ Nh − 1. (B.20)

It was assumed that Np = 64, Nh = 16, Tf = 100 ns, and Tc = 2 ns. Figure B.4

shows ambiguity function another time-hopped pulses with Nh = 32, which is more

smoothly spread than the plot shown in figure B.3, since the fraction of the frame

time over which time-hopping is allowed is larger.
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Figure B.1: UWB ambiguity function of a single pulse.
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Figure B.2: UWB ambiguity function of a periodic train of 64 pulses. The pulse
repetition rate is 10 Mpps.
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Figure B.3: UWB ambiguity function of 64 time hopped pulses with Nh = 16,
Tf = 100 ns, and Tc = 2 ns.
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Figure B.4: UWB ambiguity function of 64 time hopped pulses with Nh = 32,
Tf = 100 ns, and Tc = 2 ns.
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Appendix C

Maximum A Posteriori Estimation for ToA

Measurement: Two-Path Model

C.1 Introduction

In chapter 3, time of arrival of the direct path signal was estimated using generalized

maximum likelihood (GML) estimation. In this Appendix, ToA estimation using

maximum a posteriori (MAP) estimation is presented. Complete evaluation using

MAP estimation requires a reasonable model of UWB channel, which is not currently

available. Estimation using a simple two-path model is presented to initiate the

discussion.

In (3.12), the observation vector r was represented by the sum of the direct path

signal, multipath signals up to the arrival of the peak path, and white gaussian noise.

If M is equal to 0, then δ = 0, ρ = 1, and r is equivalent to

r = s0 + n. (C.1)
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When M is greater than 0, then r can be represented by

r = ρsδ +
M∑
k=1

αksβk
+ n

= ρsδ +
M ′∑
k=1

αksβk
+ s0 + n, (C.2)

where M ′ = M − 1 and M ′ ≥ 0. The second term in (C.2 represents the reflected

signals which arrive between the direct path and the peak path and is ignored when

M ′ is equal to 0. Define the inter-arrival time β′
k as



β′
k = βk−1 − βk, i ≥ 1

β′
1 = δ − β1.

(C.3)

Then (C.2) is equivalent to

r = ρsδ +
M ′∑
k=1

αks[δ−
∑k

i=1
β′

i]
+ s0 + n. (C.4)

Let’s define hypothesis H0 and H1 as



H0 : δ = 0 and ρ = 1,

H1 : δ �= 0 and ρ �= 1.

(C.5)
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Then given an observation r, we can establish a hypothesis test,




Accept H0, if f(r|H0)p0 > f(r|H1)(1− p0)

Accept H1, otherwise,

(C.6)

where p0 is as defined in (4.1). The probability density function f(r|H0) is a gaussian

density and f(r|H1) can be evaluated by

f(r|H1) =
∞∑
m=1

∫
· · ·

∫
f(r|δ, ρ, α, β′,M ′ = m)f(δ, ρ, α, β′,m|ρ, δ)

·f(ρ)f(δ) dαdβ′dρdδ. (C.7)

If the hypothesis H0 is accepted, then the estimate of δ is equal to 0, while if H1 is

accepted δ̂ is evaluated by computing

δ̂ = argmax
δ
f(r|δ)f(δ|δ �= 0)

=
∞∑
m=1

∫
· · ·

∫
f(r|ρ, δ, α, β′,M ′ = m)f(ρ, δ, α, β′,M ′|ρ, δ)f(ρ)

·f(δ) dαdβ′dρ · Pr(M ′ = m|δ = δ). (C.8)

Estimation using maximum likelihood requires the probability density function

f(ρ, δ, α, β′,M ′|ρ, δ), which is the channel model for the paths which arrive between

the direct path and the peak path. Even if this PDF was available, analytical

evaluation of multiple the integrals appearing in (C.8) would be very challenging.

Here we present a ML estimation approach to ToA estimation using a simple two
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path model, which assumes there is no signal component between the direct path

signal and the peak.

C.2 ToA Estimation Using a Two-Path Model

Let’s assume M ′ is equal to 0 in (C.2), then the received signal can be represented

by

r = ρsδ + s0 + n, (C.9)

where r is modeled as a sum of the direct path signal, peak path signal, and the

noise. Then MAP estimate of δ is given by

δ̂ = argmax
δ
f(δ|r)

= argmax
δ
f(r|δ)f(δ|δ �= 0)

= argmax
δ

∫ 1

−1
f(r|δ, ρ)f(ρ|ρ �= 1)dρ · f(δ|δ �= 0). (C.10)

The probability density function (PDF) of ρ was modeled as a lognormal density

in (4.3), however, we alternatively use Rayleigh model for computational simplicity,
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even if the fitness is not as good as lognormal. Using Rayleigh model, PDF of ρ can

be modeled by

f(ρ|ρ �= 1) =
1

σ2ρ(1− e−1/2σ2
ρ)
e−ρ

2/2σ2
ρ , 0 < ρ < 1, (C.11)

where σρ is 0.3715. Substituting (4.2) and (C.11) into (C.10),

δ̂ = argmax
δ
e−δ/σδ

∫ 1

−1
exp

[
− 1

2σ2N
‖r − ρsδ − s0‖2

]
· |ρ|e−ρ2/2σ2

ρ dρ. (C.12)

Assuming the direct path signal and the peak signal does not overlap,

δ̂ = argmax
δ
e−δ/σδ

∫ 1

−1
|ρ| exp

[
− 1

2σ2N

(
ρ2‖s0‖2 − 2ρrtsδ

)

− 1

2σ2ρ
ρ2

]
dρ. (C.13)

Let’s define g and h(δ, r) as

g =
1

2

[‖s20‖
σ2N

+
1

σ2ρ

]
, (C.14)

h(δ, r) =
rtsδ
2σ2N

, (C.15)

then

δ̂ = argmax
δ

∫ 1

−1
|ρ| exp

[
− g

(
ρ− h(δ, r)

g

)2
]
dρ exp

[
h2(δ, r)

g
− δ

σδ

]
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= argmax
δ

[[
1− exp

[
2h(δ, r)− g

]]
exp

[
− δ/σδ

]
. (C.16)

According to (C.16), δ̂ is given by a simple expression, however it cannot be evaluated

before the correlator output is available since it involves the maximization of the

quantity which is a function of both the correlator output (h(δ, r)) and δ. In real

channel responses, there may exist multipath components which arrive between the

direct path and the peak path, which can cause errors if δ is evaluated based on

(C.16). So modeling of these potential signal components to eliminate the nuisance

parameters appearing in (C.8) which is mathematically very challenging.
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