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Evaluation of an Ultra-Wideband Propagation
Channel

J.M. Cramer, R.A. Scholtz, M.Z. Win

Abstract– This paper describes the results of an ultra-
wideband (UWB) propagation study in which arrays of
propagation measurements were made. After a description
of the propagation measurement technique, an approach to
the spatial and temporal decomposition of an array of mea-
surements into wavefronts impinging on the receiving array
is presented. Based on a modification of the CLEAN algo-
rithm, this approach provides estimates of time-of-arrival,
angle of arrival, and waveform shape.
This technique is applied to 14 arrays of indoor propa-

gation measurements made in an office/laboratory building.
Statistical description of the results is presented, based on
a clustering model for multipath effects. The parameters of
these statistical models are compared to results derived for
narrowband signal propagation in the indoor environment.

I. Ultra-Wideband Radio

An ultra-wideband (UWB) radio signal is one whose frac-
tional bandwidth (i.e., its 3 dB bandwidth divided its cen-
ter frequency) is large, typically over 0.25. Such signals are
generated by driving an antenna with very short electrical
pulses (on the order of a few nanoseconds to fractions of
a nanosecond in duration). Hence these radio systems of-
ten are referred to as short-pulse or impulse radio systems.
Typically the radiated pulse signals are generated without
the use of local oscillators or mixers.
The antennas in UWB systems are significant pulse-

shaping filters. In addition, many environments provide
a wealth of resolvable multipath. As a result, the received
signal often bears little resemblance to the signal driving
the transmitter’s antenna. If the result of an impulse trans-
mission in free space is a received waveform p(t), then in
a typical environment, a typical multipath model for the
signal r(t) received over an indoor propagation channel is

r(t) ≈
X
n

an p(t− τn) , (1)

with an and τn representing the amplitude and relative de-
lay of the nth component of the received signal. This is a
considerably simplified model of reality that is best inter-
preted as saying that the signal r(t) can be represented as a

This work was funded in part by the National Science Foundation
under Award No. 9730556 and in part by the TRW Space and Elec-
tronics Group.
Jean-Marc Cramer is with TRW Space and Electronics, Redondo

Beach, CA 90278, USA. E-mail: jean-marc.cramer@trw.com
Robert Scholtz is with the Communication Sciences Institute, EEB

500, Department of Electrical Engineering - Systems, University
of Southern California, Los Angeles, CA 90089-2565 USA. E-mail:
scholtz@usc.edu
Moe Win is with the Wireless Systems Research Depart-

ment Newman Springs Laboratory, AT&T Labs-Research, Rm 4-
147, 100 Schulz Dr., Red Bank, NJ 07701-7033, USA. E-mail:
win@research.att.com

weighted sum of time-shifted versions of the waveform p(t),
without attempting to make strong connections between an
and τn and the physical environment. This model’s value
is in designing a radio receiver for a digital communication
system using modulations constructed from similar pulse
sources driving a similar antenna system in a similar envi-
ronment.
It is more common for an and τn to be referred to as

the amplitude and delay of the nth propagation path, sug-
gesting a more physical interpretation of the environment.
This physical interpretation of the channel model is ques-
tionable for several reasons. When a wave reflects off an
object or penetrates through a material in the process of
“multipath” propagation, the effects are frequency sensi-
tive and therefore the waveform is filtered in some way,
and the resulting single “multipath component” may actu-
ally be represented by several or many terms in the model
for r(t). This suggests that a channel model for UWB sig-
nals that is more closely related to physical propagation
paths should be of the form

r(t) ≈
X
n

an pn(t− τn) , (2)

where now the pulse shape associated with a propagation
path is dependent on that path. Even more perplexing is
the fact that if an antenna is electrically large (e.g., com-
pared to the wavelength of the center frequency of the re-
ceived signal) the waveforms radiated in different directions
from the transmitted antenna look considerably different in
the far field [6], and undergo similar direction-dependent
distortions on reception. This effect also could be imbed-
ded in a model with path-dependent pulse shape.
A number of propagation studies have been reported, for

both indoor and outdoor environments [2], [4], [5], [7], [8],
[14], [17], some examining just the temporal properties of
the channel and some characterizing the spatio-temporal
channel response. The results of these studies may not
adequately reflect the special bandwidth-dependent effects
associated propagation of UWB signals.

II. An UWB Propagation Experiment

The propagation experiment that we analyze here used
two vertically polarized diamond-dipole antennas [9], each
1.65 meters above the floor and 1.05 meters below the ceil-
ing in an office/laboratory environment [21]. The equiva-
lent received pulse at 1 meter in free space can be estimated
as the “direct path” signal in an experiment in which there
is no multipath signal at small relative delays from the di-
rect path signal. This received waveform, embodying char-
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Fig. 1. Transmitted pulse shape captured at 1 meter separation from
the transmit antenna

acteristics of the antenna system and pulse driver, is shown
in Figure 1.
The placement of the transmitter and various receiving

antenna positions are shown on a floor plan in Figure ??.
The building construction is steel stud and dry wall. A
typical pulse-induced channel response function is shown
in Figure 2. In the experiment, rectangular arrays of mea-
surements are made by moving the receiving antenna to the
49 points in a 7× 7 array with 6 inch spacing. Hence each
measurement array covers one square yard, and 14 such ar-
rays of measurements are taken at the locations marked on
Figure 3. The experimental arrangement included a stable
clock that triggered both the receiver (a sampling oscillo-
scope) and the transmitting pulser. This receiver timing
control allowed the sequence of measurements composing
the array to be interpreted as simultaneous measurements
so that array processing could be used to analyze spatial
properties of the received signal. Buried in this approach
is the assumption that the environment does not change
while the sequence of measurements is being made, and
that the receiving antenna support structure, etc., does
not significantly affect the measurement. One such array
of time-response measurements has been animated and is
displayed at http://ultra.usc.edu/ulab/.
Several measurement traces and the results of data

analysis of individual measurements in this collection (e.g.,
variations in total trace energy across the array, the ef-
fective bit-error rate achieved by an L-tap selective Rake
receiver in some array measurement locations as a function
of L) are presented in [21].

III. Structure of the CLEAN Algorithm

Our approach to the data analysis uses a variation of
the CLEAN algorithm to process arrays of UWB measure-
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Fig. 2. Received signal on a single sensor at location P

ments with a minimum of a priori information. Initially
used to enhance radio astronomical maps of the sky [3], the
CLEAN algorithm also has been used in more narrowband
communication channel characterization problems [14], [18]
As applied here, the CLEAN algorithm uses delay-and-

sum beamforming to construct the beamformer’s response
as a function of beam direction and time. The beam direc-
tion and time giving maximum response are found and a
UWB pulse signal is assumed to be present at that time.
The only assumption made about the structure of the sig-
nal is that it exists within a small window of time at the
beamformer output. No canonical wave shape (e.g., the
p(t) assumed in (1)) was assumed. Here we develop a
directional version of the model in (2) in which different
waveform shapes are allowed for different values of n.
We refer to the variant of the CLEAN algorithm used

here as the Sensor-CLEAN algorithm, since the relaxation
step takes place on the sensor data directly, rather than on
the beamformer output. This algorithm is summarized by
the following steps.

Sensor-CLEAN Algorithm
1. Input : Digitized pulse response functions in the form
of N-tuples from M different sensors; loop gain factor γ
(algorithm parameter); the relaxation window half-width
Tp in samples; a detection threshold Tdet which is used to
control the stopping time of the algorithm; the set of beam
pointing angles (azimuth θj , elevation φj), defining the J
beampointing directions that discretize the angle of arrival
search space.
2. Initialize : Form anMN -dimensional measurement vec-
tor d(0) (the initial residual data vector) by concatenat-
ing the N -tuples of waveform time samples for each of M
antenna (sensor) positions. Construct the delay-and-sum
beamforming matrix B such that

s(0) = Bd(0) , (3)

where the n+N(j−1)th element of s(0) is the output of the
jth beam at sample time n, associated with beamforming
at azimuth angle θj and elevation angle φj . (The JN×MN
beamforming matrixB need only be constructed once.) Set
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Fig. 3. Measurement floor plan with concentric circles spaced 1 meter
apart, centered at transmitter, and measurement array locations
indicated by labeled squares. Estimated locations of the measure-
ment sites, determined from the recovered signal information, are
indicated by an ×.

the iteration counter i to i = 0. Set the detection list D to
the empty list.
3. Signal Detection : Find the index ki+1 of the entry
which has maximum magnitude in the modified beam-
former output sk(i).

ki+1 = argmax1≤k≤JN |sk(i)| . (4)

The entry having maximum magnitude is

ai+1 = ski+1(i) (5)

If the largest signal is below threshold, i.e., |ai| < Tdet,
then set the number of iterations I = i and STOP.
4. Increment the iteration counter : i→ i+ 1.
5. Window the array data : Form the ith mask vector bi,
anMN dimensional vector to be used to mask the ith resid-
ual data vector. The mask bi has a 1 in every sensor data
position which was used to compute the delay-and-sum
beamformer output in the range ski−Tp (i), . . . , ski+Tp (i).
Mask the residual sensor data to extract the data affect-
ing the ith detected waveform by constructing the MN
dimensional vector bi ⊗ d(i − 1), where ⊗ represents the
element-by-element multiplication of the two vectors.
6. Residual Beamform : Reduce the residual sensor data
vector by a fraction 1 − γ to produce the residual data
vector for the next iteration.

d(i) = d(i− 1)− γ bi ⊗ d(i− 1) (6)

and regenerate the residual beamformer output

s(i) = Bd(i) . (7)

7. Detected signal storage : Append {ai, θi,φi, ti,w(i)} to
D, where w(i) is the waveform detected at the beamformer
output and removed on the ith iteration,

w(i) = γ(0 . . . , 0, ski−Tp (i), . . . , ski+Tp (i), 0, . . . , 0)
t (8)

where ki = ti + [ji − 1]N and 0 ≤ ti < N , and θi and φi
are the azimuth and elevation angles of beam ji.
8. Iterate : Go to step 3.

End Sensor-CLEAN

The convergence of the Sensor-CLEAN algorithm is guar-
anteed through a monotonic reduction in the residual en-
ergy on each iteration. As with most indirect algorithms,
the solution generated by the Sensor-CLEAN algorithm is
not unique; it is a function of the input parameters, in
this case γ, Tp, and Tdet, as well as the measured data.
The algorithm parameters must be selected based on some
criterion which generally trades estimate fidelity against
computation time.
Since the precise shape and duration of the received sig-

nals is not known a-priori, the Sensor-CLEAN algorithm
described above was applied to the measured data mul-
tiple times with different relaxation windows, to better
match the processing to the anticipated variations in the
received signals. Each of these applications results in a
list {ai, θi,φi, ti,w(i)}Ii=1 of the amplitude ai, the azimuth
look direction θi, the elevation look direction φi, the time-
of-arrival, ti and the waveform w(i) recovered on each it-
eration. A post-processing algorithm also was developed
to combine elements of each resulting detection list into a
final list of resolvable signal arrivals.
For the results presented below, the beamformer output

was generated at 1o increments in azimuth, and the follow-
ing nineteen elevations angles are used: 90o, 88o, 86o, 84o,
82o, 80o, 78o, 76o, 74o, 72o, 70o, 65o, 60o, 55o, 50o, 45o,
40o, 30o, 20o. The three Sensor-CLEAN relaxation win-
dows of Tp = ±6 samples, Tp = ±8 samples and Tp = ±12
samples are used, with γ = 0.10 and a detection threshold
of 0.104 volts. The three relaxation windows and the value
of γ were selected to balance algorithm performance and
computation time. The detection threshold was chosen to
give the algorithms a 30 dB range between the largest and
smallest recovered signals at Location P.

IV. Application of Sensor-CLEAN to the
Measured Data

The Sensor-CLEAN algorithm and the post-processing
algorithms were applied to the measured propagation data.
In this section, channel models for UWB signal propagation
in an indoor environment are proposed. The primary goal
of this effort was to develop models by which quantitative
comparisons of the UWB channel with more narrowband
indoor propagation results [2], [5], [7], [8], [14] could be
made and the performance of UWB communication sys-
tems could be predicted. A secondary goal was to use the
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Fig. 4. Recovered signal location and amplitude information at lo-
cation P.

output of the processing algorithms to study the effects of
propagation on the transmitted UWB signals.
The floor plan of the building in which the measure-

ments were made is shown in Figure 3, with the actual lo-
cation of the measurement arrays indicated by the squares.
The recovered measurement locations, indicated by an ×
in each room, were determined by the time-of-arrival and
azimuth angle-of-arrival of the first incident signal in time
recovered by the Sensor-CLEAN and post-processing algo-
rithms. The corresponding direct path length was calcu-
lated according to

dLOS = (n1 − nd)× c/fs + 1 meters (9)

where n1 is the sample at which the direct-path signal ar-
rives, nd = 122 is the known propagation delay in samples
at a 1 meter separation between the transmitter and the
receiver, c is the speed of light and fs is the sampling fre-
quency. With the exception of the result at location A
in the building, where the signal strength is weak and the
interference is high, the calculated measurement locations
correlate reasonably well with the floor plan.
The scatter plots of Figure 4 - Figure 7 display the loca-

tion of the recovered signal in the time and azimuth plane,
and the height of the line is proportional to the amplitude
of the recovered signal. Dependence on the elevation an-
gle has been suppressed. In most figures, the existence
of clusters of arrivals can be seen, some locations exhibit-
ing a stronger clustering effect than others. These clusters
are determined by large scale building features such as the
walls, doors and hallways.
The algorithms also recover signal waveform informa-

tion, and in particular, the direct path waveform recovered

Fig. 5. Recovered signal location and amplitude information at lo-
cation B.

at each of the measurement locations was recorded. This
gives some insight into the effect of this indoor propagation
channel on the transmitted UWB waveforms. For compari-
son purposes, consider first the signal recorded at a 1 meter
separation between the transmitter and the receiver, shown
in Figure 1.
Given the transmission of this signal and the processing

described above, some of the recovered direct path wave-
forms are shown below in Figure 8 - Figure 9.
The recovered direct path waveforms are shown in Fig-

ure 8 and Figure 9. Each of the waveform plots displays
two curves, corresponding to the waveform recovered by
the processing algorithms using time windows of different
sizes. A larger window has the advantage of giving a more
complete picture of isolated signals, while a smaller window
may be more successful in resolving dense multipath. Note
that there is a progressive distortion of the signal when
viewed at 1 meter (Figure 1), shadowed in the same room
(Figure 9) and through walls (Figure 8).

V. Clustering Models for the Indoor Multipath
Propagation Channel

Previous models for the indoor multipath propagation
channel [2], [5], [8], [14], [15] have reported a clustering
of multipath components, in both time and angle. In the
model presented in [14], the received signal amplitude, βkl,
is a Rayleigh distributed random variable with a mean-
square value that obeys a double exponential decay law,
according to

β2kl = β2 (0, 0)e−Tl/Γe−τkl/γ (10)

where β2 (0, 0) describes the average power of the first ar-
rival of the first cluster, Tl represents the arrival time of
the lth cluster, and τkl is the arrival time of the kth arrival
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Fig. 6. Recovered signal location and amplitude information at lo-
cation H.

within the lth cluster, relative to Tl. The parameters Γ and
γ determine the inter-cluster signal level rate of decay and
the intra-cluster rate of decay, respectively. The parameter
Γ is generally determined by the architecture of the build-
ing, while γ is determined by objects close to the receiving
antenna, such as furniture. The results presented in [14]
make the assumption that the channel impulse response as
a function of time and azimuth angle is a separable func-
tion, or

h (t, θ) = h (t)h (θ) (11)

from which independent descriptions of the multipath time-
of-arrival and angle-of-arrival are developed. This is justi-
fied by observing that the angular deviation of the signal
arrivals within a cluster from the cluster mean does not
increase as a function of time.
Following this model, and based upon the apparent ex-

istence of clusters in the UWB channel seen in Figure 4 -
Figure 7, UWB channel models which account for the clus-
tering of multipath components are developed here. As
was noted in [14], it is very difficult to develop a robust al-
gorithm for the automatic identification of cluster regions.
Here, cluster regions were selected manually by consider-
ing both sliding window plots of the arrival density (in time
and angle), an example of which is shown in Figure 10, and
scatter plots of the time and azimuth angle-of-arrival. In
all, 65 clusters were identified in the recovered signals for
the fourteen measurement locations.
Following the identification and sorting of the cluster in-

formation, the reference arrival, i.e., the earliest arrival in
each cluster, was identified, and a decay exponent was de-
termined, again following the methodology in [14]. The
time of the first arrival within the cluster is set to zero,
and all other arrivals are reported relative to this time.

Fig. 7. Recovered signal location and amplitude information at lo-
cation M.
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Fig. 8. Recovered direct path waveform at location P.

The recovered energy in the collection of signals is also re-
ported relative to the energy in the first arrival in the first
cluster, which is normalized to 1, and is referred to as the
normalized relative energy, as in [14].
With the measurements at locations A and E excluded

because of their low signal-to-noise ratio, the resulting
UWB cluster energy versus relative delay models for the
indoor channel are shown below in Figure 11 and Figure
12. The first plot reports the decay of the energy in the
recovered waveforms, and the second reports the energy as
a function of the recovered amplitude only, under the as-
sumption that all incident waveforms are identical. Several
values for the decay exponent Γ are shown for each plot, in
order to demonstrate the consistency of the results. Γmed
is the median and Γmean represents the mean of the val-
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Fig. 9. Recovered direct path waveform at location F2.
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Fig. 10. Density of signal arrivals over time and azimuth angle at
location P.

ues obtained by considering the best-fit line for each mea-
surement location individually. ΓLS is the exponent of the
best fit line obtained by considering the clusters from all
measurement locations simultaneously. In both cases, the
results are fairly close, and ΓLS is reported as the rate of
decay of the inter-cluster energy versus delay. These results
compare to values of 33.6 ns and 78.0 ns reported in [14] for
two different buildings, and 60 ns reported in [8]. Thus the
UWB signals recovered in this case exhibit a rate of decay
that is comparable to some of the results reported previ-
ously, although it has been noted that this parameter is a
strong function of the building architecture, as are many
parameters of the propagation channel. These results allow
for comparison against other experiments reported in the
literature and for the derivation of a common parameter,
the decay exponent, Γ.
Plots of the intra-cluster rate of decay, i.e., the rate at

which the recovered energy in individual signal arrivals
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Fig. 11. Inter-cluster loss vs. relative delay when considering the
energy in the recovered waveforms (energy of first arrival within
a cluster).
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Fig. 12. Inter-cluster loss vs. relative delay when considering the
amplitude of the recovered waveforms (amplitude of first arrival
within a cluster).

within a cluster falls off as a function of the delay (also
called the ray decay rate [8], [14]) are shown below in Fig-
ure 13. The absolute deviation between the mean and me-
dian of the results from each measurement location and
the least-squares fit to all of the recovered signal informa-
tion is larger here, excluding the results at locations A and
E. The results generated by considering the energy in the
recovered waveform and the results from considering the
amplitude only are so close that only the former is shown.
In [14], very different results are found for the inter-

cluster decay exponent γ, depending on the building in
which the measurements were conducted. In one building
(cinderblock), a value of 28.6 ns is reported for γ, while in
another building (steel frame and gypsum board) γ is found



7

10
-3

10
-2

10
-1

10
0

10
1

10
2

0 50 100 150 200 250 300

γ
med

 = 78.2 ns

γ
mean

 = 84.1 ns

Relative Delay (ns)

N
o

rm
al

iz
ed

 R
el

at
iv

e 
In

te
r-

C
lu

st
er

 E
n

er
gy

γ
LS

 = 97.8 ns

Fig. 13. Intra-cluster loss vs. relative delay when considering the
energy in the recovered waveforms.

to be 82.2 ns. Another reference, [8] reported a γ of 20 ns.
The values for γ derived here for the UWB propagation
channel are in the same neighborhood as those reported
for the steel-frame and gypsum board building in [14].
The cluster decay rate Γ and the ray decay rate γ ob-

tained here can be interpreted for the environment in which
the measurements were made. Figure 3 indicates that with
the exception of the measurements at locations F1 and F2,
at least one wall separates the transmitter and the receiver.
Each cluster can be viewed as a path that exists between
the transmitter and the receiver along which signals prop-
agate. This cluster path is generally a function of the ar-
chitecture of the building itself. The component arrivals
within a cluster vary because of secondary effects, e.g. re-
flections off of furniture or other objects. Our interpreta-
tion is that the primary source of degradation in the prop-
agation through the features of the building is captured in
the decay exponent Γ. Relative effects between paths in
the same cluster do not always involve the penetration of
additional obstructions or additional reflections, and there-
fore tend to contribute less to the decay of the component
signals.
A Rayleigh distribution has been shown [8], [14] to pro-

vide a good fit to the deviation of the arrival energy from
the mean curve, where the Rayleigh probability density
function is given by

fx (x) =
x

α2
e−

x2

2α2

A histogram of the deviation values is shown in Figure 14,
with a Rayleigh density with α = 0.46 overlaid on top of
the recovered distribution. This distribution represents the
best-fit to the recovered UWB data when considering the
Rayleigh, lognormal, Nakagami-m and Rician distributions
as possibilities.
Consider next the angle-of-arrival properties of the clus-

ter model. Assuming again the separable impulse response
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Fig. 14. Distribution of the arrival energy deviation from the mean,
with a Rayleigh density overlayed.

of equation (11), the model proposed in [14] to describe the
angular impulse response is

h (θ) =
∞X
l=0

∞X
k=0

βklδ (θ −Θl − ωkl) (12)

where βkl is the amplitude of the kth arrival in the lth clus-
ter, Θl is the mean azimuth angle-of-arrival of the lth clus-
ter and ωkl is the azimuth angle-of -arrival of the kth arrival
in the lth cluster, relative to Θl. It is proposed in [14] that
Θl is distributed uniformly in angle, and ωkl is distributed
according to a zero-mean Laplacian distribution,

p (θ) =
1√
2σ
e−|
√
2θ/σ| (13)

The recovered rays, i.e., intra-cluster arrivals, were tested
against truncated Gaussian and Laplacian densities. It was
determined that the relative azimuth arrival angles of the
recovered UWB signals were best fit to a Laplacian den-
sity, with a standard deviation, σ, of 38o. The recovered
signal information and the best-fit distribution are shown
in Figure 15 at 1o of resolution.
These distributions compare with standard deviations on

the Laplacian density of 25.5o and 21.5o reported in [14] as
the best fit to the recovered angular information for two
different buildings. It is likely that this parameter is a
function of the building architecture, which again would
suggest that further propagation studies are needed to de-
termine whether the results presented here are typical. It
is also possible that the difference in the results is due in
part to the fractional bandwidth and center frequency of
the UWB waveforms used in this study. The penetration
properties of these signals, including the larger γ, might
lead to the detection of responses that would remain un-
detected at if transmitted at a single frequency or over a
smaller frequency range.
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It was found in [14] that the relative cluster azimuth
arrival angles were approximated by a uniform distribution
over all angles. The recovered cluster angles in this work
are shown in Figure 16, relative to the reference cluster
angle-of-arrival, where the reference cluster is taken to be
the first cluster to arrive in time, for each measurement
location. This distribution is also approximately uniform,
although it is noted that no clusters were reported to exist
at angles above approximately 135o. It is conjectured that
if more measurements were taken, angles would occur in
this region, and this function would tend to more closely
approximate a uniform distribution.
Finally, to complete this model of the UWB propagation

channel, based on the multipath clustering phenomenon,
the rates of the cluster and the ray arrivals must be de-
termined. The inter-arrival times are hypothesized [14] to

TABLE I

Comparison of Channel Models

Spencer Spencer Saleh-
Parameter UWB et al. et al. Valenzuela

Γ 27.9 ns 33.6 ns 78.0 ns 60 ns
γ 84.1 ns 28.6 ns 82.2 ns 20 ns
1/Λ 45.5 ns 16.8 ns 17.3 ns 300 ns
1/λ 2.3 ns 5.1 ns 6.6 ns 5 ns
σ 37o 25.5o 21.5o -

follow exponential rate laws, given by

p (Tl |Tl−1 ) = Λe−Λ(Tl−Tl−1) (14)

p (τkl |τk−1,l ) = λe−λ(Tl−Tl−1) (15)

where Λ is the cluster arrival rate and λ is the ray arrival
rate. Following this model, the best fit exponential distrib-
utions, parameterized on Λ and λ were determined for the
recovered UWB cluster and ray arrival times, respectively.
The resulting plots are shown in Figure 17 and Figure 18.
The ray arrival rate determined for the UWB signals was
faster than that reported in either [14] or [8]. A ray arrival
rate of 1/λ=2.3 ns defined the best-fit exponential distrib-
ution for the ray arrival times over all measurement loca-
tions, while ray arrival rates of 1/λ=5.1 ns and 1/λ=6.6 ns
were reported in [14] for the two different buildings. A ray
arrival rate of 1/λ=5.0 ns was given in [8]. Several reasons
are possible for the faster arrival rate. First, it may be due
in part to the building architecture. Second, the fractional
bandwidth of the UWB signals and the post-processing al-
gorithms permit multipath time resolution on the order of
1 ns. The measurement equipment used in [14] allowed a
time resolution on the incident signals of about 3 ns. Also
shown in Figure 17 is a curve which represents the best-
fit exponential to ray arrival times of greater than 8 ns,
although this represents less than 10% of the values.
A cluster arrival rate of 1/Λ=45.5 ns was found to de-

fine the best-fit exponential distribution in the UWB signal
propagation model. This value is larger than the cluster ar-
rival rates of 16.8 ns and 17.3 ns reported in [14], but less
than the 300 ns given in [8]. Again, several explanations
are possible to describe the differences. They could be due
to the difference in the fractional bandwidths of the signals
involved, the sensitivity of the measurement equipment or
the building architecture. As discussed above, they could
also be due to the orientation of the transmitter and re-
ceiver in the building.
The model parameters derived herein for the UWB signal

propagation model and a comparison with the earlier work
in [8], [14] are summarized in Table I.

VI. Conclusions

The main goal of this work was to develop an under-
standing of the indoor UWB propagation channel, includ-
ing the time-of-arrival, angle-of-arrival and level distrib-
utions of a collection of received signals. To accomplish
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Fig. 17. Ray arrival rate for all measurement locations in the indoor
UWB channel considered here.

0.01

0.1

1

0 50 100 150 200

1/Λ  = 45.5 ns

1
 -

 C
D

F

Delay (ns)

Fig. 18. Cluster arrival rate for all measurement locations in the
indoor UWB channel considered here.

this, a set of algorithms suitable for processing UWB sig-
nals incident on an array of sensors was developed. These
techniques were applied to the measured propagation data.
From this, models for the propagation of UWB signals in
an indoor channel were generated.
The channel models presented in this work are based on

a set of measurement made at a number of locations within
an office building. It has been noted that the geometry of
the situation and the building architecture can have a sig-
nificant effect on the received signals [15], [14]. Therefore,
further work remains in the collection and processing of
propagation data from different buildings,to increase the
significance of and augment the results presented in this
work. It is possible therefore, that the strongest contribu-
tion of this work is in the development of the processing
algorithms, and that as more measurements are taken in

different environments, the parameters of the UWB chan-
nel model presented here will change to reflect this new
information.
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