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Abstract—Spread spectrum systems, such as Ultra-
Wideband impulse radio or Wideband-CDMA, are
often required to work in dense multipath situations
due to the frequency selective nature of the channels
involved. Recent studies have concluded that the
process of acquiring these wideband signals can be
expedited by the presence of multipath. An acqui-
sition analysis is presented here using a generalized
signal flow graph approach which allows for an ar-
bitrary search pattern and a multiple detection sce-
nario generated by the multipath. A linear, or con-
secutive, search of the uncertainty region is shown
to yield longer average search times when compared
with a more efficient nonconsecutive serial search,
namely the so called bit reversal search. Consideration
is also given to a hybrid parallel/serial search scheme,
arising from the use of multiple correlators in the re-
ceiver. It is shown that the bit reversal search leads
to a near optimal hybrid search technique.

I. Introduction

Ultra-Wideband (UWB) signals are those with large
fractional bandwidths and are used in communica-
tions systems where the wide bandwidth yields an
advantage over a more narrowband signal. For ex-
ample, the narrow time resolution of the UWB sig-
nals involved allows for precise location tracking. In
addition, systems required to operate in dense mul-
tipath channels, such as indoor or urban environ-
ments, are well suited for UWB signals. This is be-
cause the individual multipath components are re-
solvable and do not lead to destructive interference,
or nulls, as with narrowband signals. The UWB
system and multipath channel considered here are
discussed in section II.

The paper investigates the acquisition of time-
hopped UWB signals in a dense multipath chan-
nel. This is an extension of [1] which investigated
an uncoded UWB signal and a different detection
scheme than is considered here. The acquisition ap-
proach chosen here is based upon a serial search
in time, resolving both the time-hopping code and
frame boundaries, in a manner analogous to CDMA
code acquisition. A common method used to inves-
tigate the acquisition process is through the use of
signal flow graph techniques. Fixed-dwell-time, se-
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rial search techniques can be modeled nicely using
this approach. While much of the initial studies
in CDMA code acquisition neglected multipath [2],
much effort has been put forth fairly recently into
investigating acquisition in multipath ([3], [4], [5]
and the references contained therein). A general-
ized signal flow graph and the accompanying mo-
ment generating function are presented in section
III which encompasses much of the aforementioned
CDMA code acquisition studies, as well as the UWB
acquisition problem studied in section IV.

Other non-serial or non-fixed-dwell-time tech-
niques exist and tend to offer slightly better per-
formance when compared to fixed-dwell-time serial
search techniques. The cost of increased perfor-
mance, however, is increased complexity in the re-
ceiver architecture [5] [6]. Obviously, a fully parallel
search would be preferable but the associated com-
plexity is often prohibitive. One trade-off is a hybrid
search approach where multiple locations, but not
all, are searched simultaneously. This will be ac-
complished through the use of multiple correlators,
already present as taps of a RAKE receiver. A near
optimal hybrid search scheme is discussed in section
V.

II. System Overview

The received pulse shape considered here is a 2nd
derivative Gaussian pulse:
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This pulse has unit energy and the scale factor, σ,
determines the width of the pulse in time. Here σ
will be set equal to (2

√
π)−1 · 0.95 nsec.

The specular multipath channel assumed here has
the impulse response:

h(t) =
Lp−1∑
l=0

alδ (t− τl) (2)

The amplitude coefficients and time delays (which
are ordered so that τ0 < τ1 < · · ·) considered here
will be fixed based upon a single realization of a
UWB channel, namely a measured UWB signal in
an office environment as was done in [1]. This chan-
nel is comparable to a single realization using the
worst case multipath channel (Channel Model 4) in



the IEEE 802.15.SG3a channel model final report
[7]. The received signal, with no data modulation,
at the output of the multipath channel is

r(t) =
√

Ep

∑
n

Lp−1∑
l=0

al · p(t− nTf − cnTc − τl) + n(t) (3)

The additive noise, n(t), is a mean zero Gaus-
sian random process with autocorrelation function
N0δ(t1− t2). The time hopping code, cn, is a length
Nc sequence of nonnegative integers and Tc is the
code chip time. The frame time, Tf , is assumed to
be an integer multiple of the code chip time, i.e.,
Tf = NfTc. The receiver and transmitter frame
times are assumed to be equal. The distance be-
tween the transmitter and receiver is not known,
however, giving rise to a uniformly random direct
path arrival time over the period of the received
signal. This implies that the direct path delay, τ0,
is uniform on [0, NcTf ).

A bank of M correlators, with M ≤ Lp, is present
in the receiver and the received signal in (3) acts as
the input to each of these correlators. The template
waveform of the mth correlator is:

l(m)(t) =
∑

j
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The time offset for the mth correlator template,
which can vary over a code period, is set by the
term α

(m)
j,k which is:
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This term accounts for the proper code phase as well
as the proper timing offset within each frame for an
arbitrary time shift of β

(m)
j = k

(m)
β,j Tc + β

(m)
r,j which

varies over [0, NcTf ). The integer term k
(m)
β,j is a

nonnegative integer and the remainder term β
(m)
r,j

varies over [0, Tc). The frame time will be divided
into N bins so that β

(m)
j can be selected from a set

of N ·Nc time offsets.
Since the codes considered here are short codes,

the correlator dwell time is assumed to be one code
period in length. The resulting output for the mth

correlator is z
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j = s
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lator noise sequence, n
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j , is an i.i.d. sequence of

mean zero, variance NcN0 Gaussian random vari-
ables. The correlator output mean is
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Fig. 1. Normalized correlator mean for τ0 = 0 nsec

The pulse autocorrelation function of (1) is given as:
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The correlation mean, normalized by
√

Ep and com-
puted at each of the bin centers for βj = j · Tf/N
with j = 0, 1, · · · , N · Nc − 1, is shown in Figure
1 for τ0 = 0 nsec, Tc = 10 nsec, Tf = 1000 nsec,
Nf = 100, Nc = 16, N = 256, and a code sequence,
{cn}Nc−1

n=0 = {0, 13, 52, 43, 61, 30, 26, 48, 21, 21,
48, 26, 30, 61, 43, 52}. This code sequence, which is
based upon techniques found in [8], is a sequence of
integers between 0 and 70 where the upper limit of
70 is set to provide some guard time in each frame.
Although a different modulation scheme is used, a
method of code design for rapid acquisition is stud-
ied in [9].

III. Generalized Acquisition Analysis

The generalized signal flow graph used to analyze
the UWB acquisition problem is shown in Figure 2.
This is an extension of the basic signal flow graph
of [2] where only a single bin led to the acquisi-
tion state and only consecutive searches were con-
sidered. The signal flow graph of Figure 2 over-
comes these two important issues and allows for an
arbitrary search permutation, ε(n), as well as an ar-
bitraty detection scenario. Here, the Ns states of
the flow graph are labeled ε(n) which represents a
permutation of the integers 0, 1, . . . , Ns − 1. The
initial distribution of the states is given by πε(n).
The generating function into the acquisition state
can be found by various flow graph loop reduction
techniques, Mason’s gain formula, etc., and is given
below, where ⊕ represents modulo Ns addition and∏−1

j=0(·) is defined to be unity.
To demonstrate the applicability of (8), consider

the example scenario with a linear search pattern,



PACQ(z) =
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i.e., ε(j) = j, and path gains leading to the ac-
quisition state which are equal to zero except for
HNs−1(z) = HD(z) while the path gains between
states are set equal to GNs−1(z) = HM (z) and
Gn(z) = HF (z) for n = 0, 1, . . . , Ns − 2. This leads
to the generating function in equation (4) of [2], Part
I:

P
(LINEAR,1)
ACQ (z) =

HD(z)
1−HM (z)HNs−1

F (z)

Ns−1∑
i=0

πiH
Ns−i−1
F (z) (9)

The superscript on PACQ(z) represents the search
type and the number of detection states. As a
second example, consider a linear search pattern,
ε(j) = j, and a multiple detection scenario where L
consecutive states, 0, 1, · · · , L− 1, in the flow graph
terminate the search. This implies that the path
gains are Hn(z) = HD(z) for n = 0, 1, · · · , L − 1
and zero for other n while Gn(z) = HM (z) for
n = 0, 1, · · · , L− 1 and Gn(z) = HF (z) for all other
n. If the prior initial distribution of the states is
uniform, πn = 1/Ns for all n, then this leads to the
generating function in equation (3) of [4]:
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The generating function found in [3] can also be
found using the generalized flow graph of Figure 2.
The search permutation found in that particular ref-
erence, here termed the Look and Jump search, is
discussed in more detail below.

For the generating function of (8) the mean ac-
quisition time can be found as

E(TACQ) =
d
dz

PACQ(z)
∣∣∣∣
z=1

(11)

=
Num′ ·Den−Num ·Den′

Den2

where Num and Den are the numerator and de-
nominator of (8), respectively, evaluated at z = 1.
Num′ is the derivative of the numerator evaluated
at z = 1:
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k=0

πε(k)
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i=0
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Gε(j⊕k)(1)
)
·

Fig. 2. Generalized acquisition signal flow graph
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Here the summation
∑−1

l=0(·) is defined as zero.
Den′ is the derivative of the denominator evaluated
at z = 1:

Den′ = −
Ns−1∑
i=0

G′
ε(i)(1)

Gε(i)(1)
·

Ns−1∏
j=0

Gε(j)(1) (13)

Figure 3 gives an example of E(TACQ) where
three different search patterns are considered for K
consecutive detection states, Ns = 16, and the path
gains as follows:

Hε(i)(z) =

 PDz if i ∈ I

0 else
(14)

and

Gε(i)(z) =

 (1− PD)z if i ∈ I

(1−PF A)z+PF AzJ+1 else
(15)

The index set, I, in the above expressions is ob-
tained based upon the specific search permutation
considered. It represents those indices i of ε(i) that
lead to the acquisition state. Here these states are
assumed to be 0, 1, · · · ,K − 1 so that the size of
the set I is K. Since ε(j) is simply a permuta-
tion of the integers, its inverse ε−1(j) exists and
can be used to produce the index set. That is I
= {ε−1(0), ε−1(1), · · · , ε−1(K − 1)} for the example
currently being considered.



Fig. 3. Mean acquisition time for PD = 0.9, PFA = 0.1,
Ns = 16, and a false alarm penalty time of J = 10

The three search permutations shown in Figure
3 are the linear, look and jump, and bit reversal
searches. The linear search is simply a consecutive
search, ε(j) = j for j = 0, 1, · · · , Ns − 1. The index
set for this linear case is I = {0, 1, · · · ,K − 1}. The
look-and-jump search, as the name suggests, is the
permutation 0,K, 2K, · · · , 1,K + 1, 2K + 1, · · · and
the index set is computed as mentioned above. For
example, when K = 3 the index set is seen to be I
= {0, 6, 11} for Ns = 16. The look-and-jump search
is actually the optimum serial search permutation
for K consecutive detection states. The problem
with this type of search, however, is that K is re-
lated to the number of detectable paths in the mul-
tipath channel and this quantity may not be known
to the receiver.

In lieu of this fact, the bit reversal search is intro-
duced. This specific permutation, as the name sug-
gests, is obtained from a bit reversal of the binary
representation of the integers 0, 1, · · · , Ns−1, assum-
ing Ns is a power of 2. For the example considered
here with Ns = 16, the bit reversal search pattern
is (in binary) 0000, 1000, 0100, 1100, · · · , 0111, 1111
or (in decimal) 0, 8, 4, 12, · · · , 7, 15. The index set
for the bit reversal search is the first K elements
of the bit reversal search permutation, namely I
= {0, 8, 4, 12, · · ·}, since this permutation is its own
inverse. As can be seen in Figure 3, the bit reversal
search and the look and jump search yield identical
mean acquisition times when K is a power of 2 and
the two search schemes yield very similar acquisition
times for all other values of K. Thus, when K is not
known the optimum search permutation becomes the
bit reversal search.

IV. UWB Acquisition Analysis

The results of the previous section are now ap-
plied to study UWB acquisition. As in section
II, the code length is set to Nc = 16 and each
frame is broken into N = 256 bins, thus there are
Ns = N ·Nc = 4096 states. The frame time and code
chip time are again Tf = 1000 nsec and Tc = 10
nsec, respectively. The code sequence and multi-
path channel are also the same as in section II. Thus
the normalized correlator mean of (6) and shown in
Figure 1 is now used. The acquisition process con-
sidered here uses a single correlator and detection
occurs when the correlator output crosses a prede-
termined threshold. This is extended in the next
section to use multiple correlators for the hybrid
search.

The correlator output, zj = sj + nj , is Gaussian
with mean sj given in (6) and variance NcN0. For
a detection threshold of Υ ·

√
Ep, where Υ is the

normalized detection threshold, the probably of ex-
ceeding the threshold for the jth code correlator
output is:

Pε(j) = Pr(|zj | > Υ ·
√
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The quantity sj is given in (6) and the function Q(x)
is the Gaussian integral function. The permutation
ε(j) of the integers 0, 1, · · · , N ·Nc − 1 is related to
the search variable βj as:

βj = ε(j) · Tf/N (17)

The initial distribution of the states are set by the
uniform nature of the first multipath arrival, τ0, so
that πε(j) = 1/(N ·Nc). The path gains of the signal
flow graph in Figure 2 are

Hε(j)(z) =

 Pε(j)z if j ∈ I

0 else
(18)

and

Gε(j)(z) =

 (1− Pε(j))z if j ∈ I

(1−Pε(j))z+Pε(j)z
J+1 else

(19)

The index set I is selected based upon the number
of detectable paths in the multipath channel and for
simplicity was selected as the first K = 50 bins. The



Fig. 4. Mean UWB acquisition time for a single correlator,
Tf = 1000 nsec, Tc = 10 nsec, N = 256, Nc = 16, J = 1000,
and optimized threshold, Υ.

mean acquisition time of (12) is shown in Figure 4,
where the normalized detection threshold, Υ, was
optimized for minimum mean acquisition time at
each Ep/N0. J is the false alarm penalty time.

V. Hybrid Parallel/Serial Search

As was mentioned earlier, a fully parallel search
would minimize the mean acquisition time. How-
ever, the associated complexity is often too pro-
hibitive. For the example given in the last section
N · Nc = 4096 correlators would be required, and
this is for a very short code length of only Nc = 16.
A hybrid search offers a reasonable trade-off be-
tween receiver complexity and acquisition time. The
multiple correlators present in the receiver can each
search independent code phases, but in what fashion
so as to minimize the mean acquisition time?

A strong candidate for near optimal performance
is based upon the bit reversal search. Assuming
that there are M correlators and the bit reversal
search pattern is listed as β0, β1, β2, · · · , βN ·Nc−1,
then the first correlator would search as per β

(0)
j =

{β0, βM , β2M , · · ·}, the second correlator would
search as per β

(1)
j = {β1, βM+1, β2M+1, · · ·}, etc.

Assuming that M and N · Nc are both powers of
2, it is seen that M divides N · Nc into smaller re-
gions of Nh bins, where Nh is also power of 2. Fur-
thermore, each correlator will perform a bit reversal
search over this smaller region of Nh bins. Figure 5
shows an example of this phenomenon for Ns = 16
search bins and M = 4 correlators. Based upon
computer simulations it was seen that the hybrid
bit reversal search and the hybrid look and jump
search had very similar performance. Both of these
hybrid searches performed much better than the hy-

Fig. 5. Hybrid bit reversal search example for Ns = 16 bins
and M = 4 correlators

brid linear search.

VI. Concluding Remarks

In this paper a generalized code acquisition signal
flow graph and moment generating function were
presented. The mean acquisition time derived from
this moment generating function for a simple UWB
example was examined. Finally a hybrid search
scheme was examined which provides near optimum
acquisition performance in terms of minimizing the
mean acquisition time. This search is the hybrid bit
reversal search.
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