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Abstract—
The multistage (MS) Wiener filter proposed in [1] is ex-

tended to blind maximum likelihood (ML) multiuser detec-
tion for direct-sequence (DS) code-division multiple access
(CDMA) systems. This multistage ML detector is shown
to share the same structure with the MS minimum-mean
squared error (MMSE), minimum output energy (MOE)
and best linear unbiased estimator (BLUE) filter banks
(FBs) derived in [2,3], each with a distinctive output scaling
matrix. Based on this result, a common framework is pro-
posed for the implementation and analysis of coherent max-
imum ratio combining (MRC) and non-coherent differential
equal gain combining (EGC) of these receivers. A generic
bit error rate (BER) formula is provided for receivers con-
structed within this common framework. The BER floors
for EGC receivers are analyzed and compared to those of
the MRC schemes presented in [4]. Based on simulation re-
sults, the heterogeneous EGC BLUE-ML receiver exhibits
the best performance due to the fact that BLUE-FB is es-
sentially the ML channel estimator and ML-FB is the ML
symbol detector for the linear Gaussian system models of
DS-CDMA systems.

I. Introduction

Reduced-rank linear filtering based on the multistage
Wiener filter (MSWF) of [1] has proven to be an effective
data detection scheme for multiuser direct-sequence (DS)
code-division multiple-access (CDMA) systems [5]. A key
feature of the reduced rank MSWF implementation is that
near full-rank performance is achieved with relatively few
stages. The bulk of the analysis of such schemes for DS-
CDMA has focused on additive white Gaussian noise chan-
nels [5] (with a large system analysis in [6]). We have pro-
posed a class of linear multistage (MS) estimator/detector
structures for the case of multipath Rayleigh fading using
the following cost functions: minimum mean-squared er-
ror (MMSE), minimum mean output energy (MOE) and
the best linear unbiased estimation criterion (BLUE) [2,3].
Herein, the multistage implementation is further extended
to blind maximum likelihood (ML) data detection.

In the absence of real-time channel estimation for fast
fading channels, non-coherent differential equal gain com-
bining (EGC) can be employed [7]. In such schemes, there
is a segment of the detector that acts as an implicit chan-
nel estimator and another segment which acts as the data
detector. We deem receiver structures which use the same
method for implicit channel estimation and detection as ho-
mogeneous schemes. We have designed homogeneous EGC
algorithms for MS MMSE/MOE/BLUE cost functions in
[2,3]. In the current work, we evaluate heterogeneous com-
binations such as MS BLUE-MMSE and MS BLUE-ML
based receivers, motivated by the fact that the BLUE esti-
mator is the minimum variance unbiased (MUV) estimator
for the Gaussian linear system model.

Exploiting the similarity in implementation structure for
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the various MS receivers, we develop a common framework
for the implementation of both EGC and maximal ratio
combining (MRC) schemes. A further contribution of the
work herein is the derivation of a generic bit error rate
(BER) formula for receivers constructed with this common
framework. Limiting performance, by way of BER error
floors, are analyzed and the resultant behavior is compared
and contrasted for EGC and MRC methods. We can show
that the BERs for each class of combining methods are
equivalent for the case of flat Rayleigh fading; this coincides
with prior results showing similar behavior for the output
signal-to-interference plus noise ratio (SINR) [4].

II. System Model

A standard model for asynchronous DS-CDMA modu-
lated with binary phase shift keying (BPSK) is considered.
Assume the maximum path delay for each user is less than
one symbol interval Ts. After pulse matched filtering and
chip rate sampling, the discrete-time received signal vector
y obtained by collecting N consecutive samples, (N is the
spreading gain), is given by [7]

y(m) =
K∑

k=1

[Sk+AkΓk(m)bk(m)

+Sk−AkΓk(m)bk(m − 1)] + n(m), (1)
where K is the number of users, Ak = diag([Ak1, . . . , AkLk

]),
Sk+ = [s+

k1, . . . , s
+
kLk

], Sk− = [s−k1, . . . , s
−
kLk

] and Γk =
[γk1, . . . , γkLk

]T . The number of paths of user k is Lk,
Akl is the amplitude of the signal on path l of user k,
s+
kl and s−kl are the partial spreading codes correspond-

ing to the current bit b(m) and the previous bit b(m − 1)
over the sampling interval, respectively. The filtered noise
vector n(m) is complex Gaussian distributed with zero
mean and covariance matrix, N0I. Finally, the discrete-
time fading process γkl(m) over the sampling interval
Ts is a complex zero-mean Gaussian process that sat-
isfies E{γ∗

k1l1
(m)γk2l2(m)} = δ(k1 − k2)δ(l1 − l2), with

the autocorrelation of two adjacent samples defined as
ρ = E[γ∗

k1l1
(m)γk1l1(m − 1)]. For analysis, the system

model is alternatively written as
y(m) = S1+A1Γ1(m)b1(m) + I1(m),

where I1(m) ≡
K∑

k=2

[Sk+AkΓk(m)bk(m)

+
K∑

k=1

Sk−AkΓk(m)bk(m − 1)] + n(m).(2)

The interference vector I1 is the aggregate of the multiple
access interference (MAI), inter symbol interference (ISI)
and the complex Gaussian noise; with auto-covariance ma-
trix defined as C1 ≡ E(I1IH

1 ). The vector I1 is also com-
plex Gaussian distributed because Sk+ and Sk− are deter-
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ministic and Γk is a complex Gaussian vector. For simplic-
ity, we use L to denote L1 in the remainder of this paper.

III. ML and MMSE Detectors

To develop the proposed ML blind detector, the aggre-
gation of the MAI, ISI and AWGN channel is treated as
colored Gaussian noise. By the system model of (2), the
probability density function of y conditioned on Γ1b1 is

P(y|Γ1b1) =
1

(2π)N det(C1)
×

exp
{
−(y − S1+A1Γ1b1)HC−1

1 (y − S1+A1Γ1b1)
}

.(3)

The ML symbol detector is given by

b̂1(m) = sgn{Re[ΓH
1 (m)A1SH

1+C−1
1 y(m)]}

≡ sgn{Re[ΓH
1 (m)ωH

mly(m)]}. (4)
This blind ML detector is similar in structure to the MMSE
multiuser detector given by [8]

ωmmse = arg min
ω

E‖b1Γ1 − ωHy‖2 = R−1S1+A1,

where R = E(yyH).
Conditioned on Γ1b1, the filter bank which maximizes

the instantaneous output SINR of the form [9]

arg min
ω

E2(ωHy|Γ1b1)
V ar(ωHy|Γ1b1)

= arg min
ω

ωHS1+A1Γ1ΓH
1 ASH

1+ω

ωHC1ω
(5)

is actually the ML filter bank ωml = C−1
1 S1+A1Γ1, with

the optimal SINR equal to ΓH
1 A1SH

1+C−1
1 S1+A1Γ1. Tak-

ing the expectation with respect to Γ1 of a Rayleigh fading
channel yields the unconditional average SINR:

E(ΓH
1 A1SH

1+C−1
1 S1+A1Γ1) = tr(A1SH

1+C−1
1 S1+A1). (6)

We can also evaluate the instantaneous output SINRs for
the MMSE, MOE and BLUE filter banks by substituting
the corresponding ω into (5). However, obtaining closed-
form formulae for the unconditional SINRs seems to be
intractable. If we assume a MRC filter bank of the form
ωΓ1, where ω is not a function of the fading coefficient
vector Γ1, we can evaluate the output SINR, defined as

SINR ≡ E(ΓH
1 ωHy |b1 = 1)2

V ar(ΓH
1 ωHy |b1 = 1)

. (7)

Such a SINR measure is widely used for performance evalu-
ations in fading channels. The filter bank which maximizes
this output SINR can be shown equal to ωmmse with the
optimal output SINR equal to

tr(A1SH
1+R−1S1+A1). (8)

As will be shown later, the BERs associated with the
MMSE and ML filter banks with EGC and MRC com-
binings are functions of the eigenvalues of the kernel
matrices: Kml ≡ A1SH

1+C−1
1 S1+A1 and Kmmse ≡

A1SH
1+R−1S1+A1. Note that the two SINRs just discussed

are evaluated by taking the traces of these kernel matrices.
In the sequel, the average of SINR in the sense of (5) will be
referred to as the average SINR, and the average of SINR
in the sense of (7) will be referred to as the output SINR.

IV. Multistage ML detector

Motivated by the multistage implementation for the
MMSE-FB in [2], the ML-FB can also factorize into a mul-
tistage fashion. Assume the matrix S1+ is of full column
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Fig. 1. The common structure for the D-stage multiuser receivers

in multipath channels. The output scaling matrix is A1UH
1 E−1

1

for MMSE-FB, A1UH
1 for MOE-FB, A−1

1 U−1
1 for BLUE-FB and

A1UH
1 F−1

1 for ML-FB. The objective of estimation is Γ1b1.

rank. Following the development of a transformation ma-
trix, T in [2], S1+ can be factored by the Gram-Schmidt
process into S1+ = H1U1, where the column space of H1,
denoted as H1, is an orthogonal space spanning the column
space of S1+ with HH

1 H1 = I. Similarly, we can find the
orthogonal complement of H1, denoted as B1, which spans
the row space of the so-called blocking matrix B1 such that
B1H1 = 0. Now, transforming the received signal y(m)

with the unitary matrix T ≡
[

HH
1

B1

]
yields

Ty = TS1+A1Γ1(m)b1(m) + TI1(m) + Tn(m). (9)
Define CT = TC1TH and ST = TS1+. The ML detector
operating on the transformed received signal is given by

ωml = A1SH
T C−1

T Ty(m) = A1SH
1+C−1

1 y(m). (10)
The equality can be easily verified since TH = T−1.
Similar to the cases of the MS-MMSE/MOE/BLUE filter
banks, the unitary transformation does not alter the de-
tection result. Employing the procedure in [3], it can be
shown that

C−1
T =

[
F−1

1 −F−1
1 rH

y1d1
R−1

y1

−R−1
y1

ry1d1F
−1
1 ∆

]
, (11)

where d1 ≡ HH
1 y and y1 ≡ B1y, ry1d1 ≡ E(y1dH

1 ) is
the cross-covariance matrix of y1 and d1. The matrices
Rd1 and Ry1 are the auto-covariance matrices of d1 and
y1, respectively. Let IH1 ≡ HH

1 I1, IB1 ≡ B1I1, RIH1

and RIB1 are the auto-covariance matrices of IH1 and IB1,
respectively. The cross-covariance matrix of IB1 and IH1

is rIB1IH1 ≡ E(IB1IH
H1). Then

F1 ≡ (RIH1 − rH
IB1IH1

R−1
IB1

rIB1IH1). (12)
Inserting (11) into (10) followed by some manipulation
yields the output of the ML filter bank

zml = A1UH
1 F−1

1 [d1 − rH
y1d1

R−1
y1

y1]. (13)
Comparing the multistage structure for the BLUE, MMSE
and MOE filter banks [2, 3], we see that the ML detector
possesses the same multistage structure, modulo a different
output scaling matrix. The filters’ soft outputs can be thus
represented with a common form:

zi ≡ ωiTy = Ci[d1 − rH
y1d1

R−1
y1

y1]

i ∈ {mmse, moe, blue, ml}, (14)
with Cmmse ≡ A1UH

1 E−1
1 , Cmoe ≡ A1UH

1 , Cblue ≡
A−1

1 U−1
1 and Cml ≡ A1UH

1 F−1
1 , where

E1 = (Rd1 − rH
y1d1

R−1
y1

ry1d1) = F1 + U1A2
1U

H
1 . (15)
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Fig. 2. The common framework for MRC and EGC detectors in
multi-path fading channels. For MRC schemes, the estimation scaling
is replaced by the true channel coefficient Γ1. C1 and C2 could be
the scaling matrices of MMSE/MOE/BLUE/ML-FB, in general.

V. Common Framework for Blind Multistage
Detection

The methods of MRC and EGC combining can be consid-
ered in the context of coherent detection in multipath ver-
sus non-coherent detection in multipath. When the channel
state is known, MRC is possible and the decision statistic
for BPSK modulation is given by ϕ(m) = Re(ΓH(m)z(m)).
In the absence of channel state information, we can employ
differential DBPSK modulation and the resulting decision
statistic is given by ϕ(m) = Re(zH(m − 1)z(m)), we de-
note this combining method EGC. In this scenario, the first
soft estimate z(m − 1) acts as the channel state estimate.
A further flexibility afforded to us by the common frame-
work of the various multistage filterbanks under consider-
ation is that two different filterbanks can be employed for
the implicit channel estimates and the filtered observation.
Thus we propose heterogeneous combining methods based
on the top performing MS FBs: ϕ(m) = Re(zH

bluezmmse)
and ϕ(m) = Re(zH

bluezml)), in contrast to the homogeneous
schemes we previously proposed [2, 3].

From Fig. 1, it is clear that there is no need to im-
plement individual filters for each of the BLUE, MMSE
and ML estimators. Matrix F1 can be expressed as
F1 = E[(HH

1 I1 − ωH
1 B1I1)(HH

1 I − ωH
1 B1I1)H ], where

ω1 ≡ R−1
IB1

rIB1IH1 = R−1
y1

ry1d1 is an MMSE filter bank as
shown in Fig. 1. The physical meaning of F1 is essentially
the autocorrelation matrix of the residual interference in
the signal space, H1, filtered by ω1. The physical meaning
of E1 is E1 ≡ E(e1eH

1 ) = F1 + U1A2
1U

H
1 , [cf. Fig. 1 and

(15)], and U1A2
1U

H
1 is the autocorrelation matrix of the

projection of S1+A1 on the signal subspace, H1. There-
fore, the multistage structure in Fig. 1 is essentially a
multistage interference suppressor. A common framework
for the implementation of the EGC receivers is developed
in Fig. 2. Applying different scaling matrices for C1 and
C2 yields different EGC receivers. We are in particular in-
terested in C1 = Cblue and C2 = Cml or Cmmse for the
aforementioned two heterogenous EGC receivers. The ho-
mogeneous EGC MMSE/MOE/BLUE receivers can also be
implemented by having C1 = C2 for each type of receiver.

We next analyze the BER performance for the common
detection framework of Fig. 2. To that end, we first need
to characterize the steady-state average SINR as well as
the output SINR for the multistage MRC ML detector.

VI. Analysis of Output SINRs

Since the multistage ML detector shares the same struc-
ture for the implementations of the MMSE/MOE/BLUE
FBs, the subspace TLD spanned by the D-stage

MMSE/MOE/BLUE/ML FBs is given by [2],

TLD span TH
LD ≡ [H1| H2| . . . | HD] ≡ [H1| H1⊥] . (16)

The E1 term [cf. (15)] corresponding to the D-stage
reduced-rank transformation TLD is given by [2].

SD ≡ HH
1 RH1 − HH

1 RH1⊥(HH
1⊥RH1⊥)−1HH

1⊥RH1, (17)
where the steady-state autocorrelation R is given by

R =
K∑

k=1

Sk+A2
kS

H
k+ + Sk−A2

kS
H
k− + N0I. (18)

The F1 term [cf. (15)] corresponding to the D-stage imple-
mentation is given by FD ≡ SD − U1A2

1U
H
1 .

Ignoring self induced ISI, i.e. assume S1− = 0, the
steady state average SINR and the output SINR of the
MRC MS-ML-FB are given by,

Proposition 1: For the D-stage implementation of the
multistage ML filter bank:
1. The average SINR is equal to

SINRavg
ml = tr[A1UH

1 F−1
D U1A1]. (19)

2. The output SINR is equal to

SINRml =
tr2[A1UH

1 F−1
D U1A1]

tr[A1UH
1 F−1

D U1A1 + (A1UH
1 F−1

D U1A1)2]
.

(20)
We express the eigenvalue decomposition of the two ker-

nel matrices as Kmmse = A1UH
1 S−1

D U1A1 = QΛQH

and Kml = A1UH
1 F−1

D U1A1 = QΛF QH , where Λ =
diag(λ1, λ2 . . . λL) and ΛF = diag(λf1 , λf2 . . . λfL

). It can
be shown that the two eigenvalues sets are related by:

ΛF = Λ(I − Λ)−1 = Λ + Λ2 + Λ2 · · · . (21)
The performance deviation between the output SINRs of
the D-stage MRC MMSE and ML filter banks is given by:

Proposition 2: For the D-stage MMSE/ML FBs,
SINRmmse − SINRml =∑L−1

i=1

∑L

j=i+1
λiλj

(∏L

l=1,l �=i,j
(λl+1)

)
(λi−λj)

2∏L

j
(λj+1)

∑L

i
λi(λi+1)

≥ 0. (22)

Since L ≥ SINRmmse, [3], thus L ≥ SINRmmse ≥
SINRml. The equality, SINRmmse = SINRml, holds if
and only if ΛF = κI, κ > 0, i.e. A1UH

1 F−1
D U1A1 = κI.

VII. Generic BER Formula

To obtained a closed-form BER formula for the common
detection framework of Fig. 2, we extend the approach
presented in [7] where the BER is expressed in terms of the
residue of a moment generating function. Define matrix

J = 1
2

[
0 I
I 0

]
and x =

[
gH z(m)H

]H . The vector g

is equal to Γ1 for MRC filter banks or equal to z(m − 1)
for EGC filter banks. The decision statistics can thus be
rewritten as ϕ(m) = Re[gHz(m)] = xHJx, [cf. Fig. 2].
Notice that z(m−1) and z(m) could be the outputs of two
different types of filters. The moment generating function
is defined as M(s) ≡ E[esϕ] = [det(I + sJΦ)]−1, where
Φ = E(xxH). The BER is given by

Pr(xHJx < 0) = −
∑

RHP

Res

{
M(s)

s

}
. (23)

Now, from (23), it suffices to derive the moment gen-
erating function M(s) for each filter bank. Due to the
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fact that filter banks including MMSE/MOE/BLUE/ML
satisfy a symmetry property of the form: ωH

i TS1+A1 is
Hermitian, a signal correlation matrix ESi

and an output
correlation matrix EOi

can be defined for these filter banks
ωi:

ESi
≡ ωH

i TLDRSTH
LDωi = (ωH

i TLDS1+A1)2 (24)

EOi
≡ ωH

i TLDRTH
LDωi, (25)

where RS ≡ S1+A2
1S

H
1+. Furthermore, we define ES ≡

E
1
2
S1

E
1
2
S2

and EO ≡ E
1
2
O1

E
1
2
O2

. A generic formula for M(s)−1

is proposed following the form

det[I + sJΦ] = det[I − s

2
(E

1
2
O1

E
1
2
O2

− ρE
1
2
S1

E
1
2
S2

)] ×

det[I +
s

2
(E

1
2
O1

E
1
2
O2

+ ρE
1
2
S1

E
1
2
S2

)]. (26)

For MRC schemes, the inverse of M(s) is obtained
by setting ES1 = EO1 = I and ρ = 1. We
can show that this formula holds for the following re-
ceiver structures: MRC MMSE/BLUE/ML FBs, homo-
geneous EGC MMSE/MOE/BLUE/ML FBs or heteroge-
neous EGC BLUE-MMSE and BLUE-MOE FBs. Absent
from this list is the MRC MOE-FB; where the result holds
for the flat Rayleigh fading case, but cannot be shown ex-
plicitly for the multipath channel case. We note that an
empirical comparison of the appropriately computed for-
mula and simulations show close agreement; however that
the equation in fact holds for the MRC MOE scenario is
just conjecture at this point.

The BERs of the reduced-rank MRC and EGC BLUE-
MMSE and BLUE-ML schemes are listed in Table I. As
Table I shows, the BERs of either the MRC MMSE or
EGC BLUE-MMSE receivers can be expressed in terms of
of Λ whose trace is the output SINR of the reduced-rank
MRC MMSE-FB in the sense of (7). On the other hand,
BERs of the MRC-ML or EGC BLUE-ML receivers can be
expressed in terms of ΛF whose trace is the average SINR
of the reduced-rank MRC ML-FB in the sense of (5). The
major difference between the BERs of BPSK and DBPSK
is that the autocorrelation value ρ of the fading process
appears explicitly in the BER formulae for DBPSK.

Numerical simulations are conducted to verify the for-
mula (26). A short-code (Gold Code) DS-CDMA system
with spreading gain N = 31 is considered. Each user expe-
riences a 3-path (i.e. L = 3) Rayleigh fading channel with
normalized Doppler shift fdTs = 5 × 10−3. All users are
assumed to have the same powers. The path delay τkl for
each user is uniformly distributed over [0, 6Tc) to constrain
the strength of ISI which is ignored in the above analysis for
convenience. The BERs of the MRC MMSE/BLUE/ML-
FBs for BPSK modulated DS-CDMA systems and that of
the heterogeneous EGC BLUE-MMSE and BLUE-ML fil-
ter banks as well as the homogeneous EGC BLUE-BLUE,
[3], for non-coherent detection of DBPSK are presented in
Fig. 3. For the analysis of MRC schemes, only the desired
user’s ISI is ignored, but for EGC, all users’s ISIs are ig-
nored. Thus the analytic MRC results are more accurate
than that of the EGC schemes.

VIII. Limiting Performance

We observe in Fig. 3 that both EGC and MRC schemes
suffer from BER floors at high SNR. Let Dfree = (D−1)L
indicate the degrees of freedom afforded by the reduced-
rank MS FB of interest; we further defined Dint =
rank(E[(MAI + ISI)(MAI + ISI)H ]) to be the dimen-
sion of the interference without noise. We have shown in
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Fig. 3. Performance comparisons of BERs for the EGC BLUE-ML-
FB and BLUE-MMSE-FB vs. the MRC ML-FB and MMSE-FB.
K = 10, N = 31, L = 3. The number of applying stages is D = 6.

[4] that if Dfree ≥ Dint, then the MRC type receivers will
not experience a BER floor. A natural question to ask,
which we answer herein, is what is the needed relationship
for the EGC schemes to avoid BER floors. We shall show
that the EGC schemes will always experience BER floors
at high SNR even if Dfree ≥ Dint; this is the price of
imperfect channel state information. As an exemplar, we
evaluate the limiting performance of the EGC-MMSE de-
tector structure. Similar phenomena apply to other EGC
schemes, since they all share the same multistage structure.

Ignoring ISI, the second term on the right hand side of
(18), the approximate auto-correlation matrix is

R̃ = S1+A2
1S

H
1+ +

K∑
k=2

Sk+A2
kS

H
k+ + N0I ≡ RS + RI , (27)

where RS = S1+A2
1S

H
1+ and RI =

∑K
k=2 Sk+A2

kS
H
k+ +

N0I. Define the interference covariance matrix NI =
ωHTRITHω. Thus, EO = ωHTRTHω � ωHT(RI +
RS)THω = ES + NI . Eq. (26) can be rewritten as

det[I + sJΦ] = det[I − s

2
((1 − ρ)ES + NI)] ×

det[I +
s

2
((1 + ρ)ES + NI)]. (28)

Substituting the expression for ω of the MS MMSE-FB, we
have ES = QΛ2QH and EO = E

1
2
S . Thus, NI = Q(Λ −

Λ2)QH . Substituting these terms back into (28) yields

det[I+sJΦ] = det[I− s

2
(Λ−ρΛ2)]det[I+

s

2
(Λ+ρΛ2)]. (29)

Since Λ < I and ρ < 1, the first determinant on the right
hand side determines the RHP poles. Due to the fact that
multipath do not make receivers any physically different,
and as will be shown that BERs for any type of EGC com-
bining schemes are equal in flat fading channels 1. To high-
light key properties, we discuss the case of flat fading chan-
nels. Thus, 0 ≤ ES = λ2 ≤ 1, and 0 ≤ NI = λ − λ2 ≤ 1

4 .
The upper bound of NI can be easily obtained by taking
its derivative with respect to λ and setting it to zero. By
(21), 0 ≤ ES

NI
= λ

1−λ = λf = λ + λ2 + · · · ≤ ∞. At high
SNR, NI

ES
= 1

λf
� 1. The BER of EGC receiver can be

manipulated into the form of

BEREGC =
(1 − ρλ)

2
=

(1 − ρ)λ2 + λ − λ2

2(λ2 + λ − λ2)
1This coincides with the fact that output SINRs of all MRC

MMSE/MOE/BLUE/ML FBs are the same in flat fading channels
[4].
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MMSE −
∑

RHP
Res

(
s · det[I − s

2
(Λ

1
2 − Λ)]det[I + s

2
(Λ

1
2 + Λ)]

)−1

; ES = (A1UH
1 S−1

D U1A1)2

ML −
∑

RHP
Res

(
s · det[I − s

2
((ΛF + Λ2

F )
1
2 − ΛF )]det[I + s

2
((ΛF + Λ2

F )
1
2 + ΛF )]

)−1

; ES = (A1UH
1 F−1

D U1A1)2

Combining BERs for EGC BLUE-MMSE and BLUE-ML Receivers

BLUE-MMSE −
∑

RHP
Res

(
s · det[I − s

2
(I − ρΛ)]det[I + s

2
(I + ρΛ)]

)−1
; ES = (A1UH

1 S−1
D U1A1)

BLUE-ML −
∑

RHP
Res

(
s · det[I − s

2
(I + ΛF − ρΛF )]det[I + s

2
(I + ΛF + ρΛF )]

)−1
; ES = (A1UH

1 F−1
D U1A1)

TABLE I

BERs for MRC as well as EGC MMSE and ML multiuser receivers for multipath Rayleigh fading channels

=
(1 − ρ)

2(1 + NI/ES)
+

NI/ES

2(1 + NI/ES)

� (1 − ρ)
2

+
NI/ES

2
as

NI

ES
� 1. (30)

This shows that the BER is controlled by two factors, the
first term is due to the channel mismatch between two ad-
jacent symbol intervals and the second term is related to
ES/NI . So, even if Dfree ≥ Dint at high SNR such that
λ ∼ 1 and ES

NI
= λf ∼ ∞ [4], a differential EGC scheme

still suffers from a BER floor due to the auto-correlation
value of the fading process. We also note that (30) has the
same form of the BER formula to DBPSK of non-spread
systems. The difference is that ES/NI is replaced by Eb/N0
for DBPSK demodulation, where Eb and N0 are the signal
and the noise variances, respectively. In our case, ES and
NI are the filtered signal and filtered interference variances.

The BER for all MRC schemes are the same in flat fading
given by

BERMRC =
1 − λ

1
2

2
. (31)

As a result, the BER for MRC schemes is a function of the
eigenvalue λ only. When Dfree ≥ Dint, λ → 1 as Eb/N0
keeps increasing. So BERMRC decreases without hitting a
floor. Fig. 4 illustrates this point by presenting the BERs
of the EGC BLUE-MMSE and BLUE-ML schemes versus
the BERs of the MRC-MMSE and MRC-ML schemes. In
this simulation, K = 10, N = 31, Dint = 18, fdTs =
5 × 10−3 and ρ = J0(2πfdTs) = 0.99975. For full-rank
schemes, Dfree − Dint = 12. The BERs of EGC schemes
hit a floor level of 0.5 × (1 − ρ) = 1.25 × 10−4. On the
other hand, for the reduced-rank schemes, Dfree − Dint =
−7. λ saturates at a value λsat � 0.9998 due to residual
interference. This SINR saturation yields a BER floor at
0.5 × (1 − λ

1
2
sat) � 5 × 10−5 for the MRC schemes and

a BER floor at 0.5 × (1 − ρλsat) � 2.25 × 10−4 for the
EGC schemes. Similar arguments also explain the limiting
performance phenomena for multipath fading channels as
demonstrated in Fig. 3, where Dfree = 15 and Dint = 31.

IX. Conclusions

In this paper, we have developed a common frame-
work for the multistage implementation of MRC and EGC
MMSE/MOE/BLUE/ML filterbanks operating in multi-
path channels. We have generalized our prior work to in-
clude ML based filterbanks as well as generalizing receiver
structures for EGC methods to allow for heterogeneous
EGC which can yield performance improvements over their
homogeneous counterparts. A key feauture of our general
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Fig. 4. Performance comparisons of BERs for the EGC BLUE-ML-
FB and BLUE-MMSE-FB vs. the MRC ML-FB and MMSE-FB over
a flat Rayleigh fading channel with fdTs = 5 × 10−3. Reduced-rank
schemes with D = 11 and the full-rank ones are shown in this figure.

framework is that it facilitates a sytematic determination
of the BER associated with each of these receiver structures
in fading multipath channels. Furthermore, the BER eval-
uation clearly shows why both MRC and EGC schemes
experience BER floors at high SNRs and also provides a
condition for avoiding BER floors in MRC methods.
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