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Optimal and Suboptimal Receivers for
Ultra-wideband Transmitted Reference Systems

Yi-Ling Chao and Robert A. Scholtz

Abstract— The optimal receiver for an ultra-wideband trans-
mitted reference (UWB TR) system in a single user multipath en-
vironment is derived, based on knowledge of channel properties.
The performances of this optimal receiver and other crosscorrela-
tion receivers are analyzed and compared. The usual crosscorre-
lation receiver which is often used in UWB TR systems is shown to
be suboptimal. In addition, an UWB differential transmitted ref-
erence (UWB DTR) system is also proposed and its performance
is evaluated.

I. I NTRODUCTION

Ultra-Wideband (UWB) impulse radio systems transmit data
by modulation of subnanosecond pulses. These narrow pulses
are distorted by the channel, but often can resolve many dis-
tinct propagation paths (multipath) because of their fine time-
resolution capability [1]. However, a Rake receiver that im-
plements tens or even hundreds of correlation operations may
be required to take full advantage of the available signal en-
ergy [2]. On the other hand, a receiver using a single correlator
matched to one transmission path may be operating at a 10 -
15dB signal energy disadvantage relative to a full Rake receiver.

Recently, Hoctor and Tomlinson proposed a UWB transmit-
ted reference (TR) system with a simple receiver structure to
capture all of the energy available in a UWB multipath chan-
nel [3]. In this TR system, a reference waveform is transmitted
before each data-modulated waveform for the purpose of deter-
mining the current multipath channel response. Since the refer-
ence signal and data signal are transmitted within the coherence
time of the channel, it is assumed that the channel responses to
these two signals are the same. The proposed receiver corre-
lates the data signal with the reference to use all the energy of
the data signal without requiring additional channel estimation
and Rake reception. This simple receiver structure has one ma-
jor drawback, namely the transmitted reference signal used as a
correlator template is noisy.

It is worth noting that the TR approach is not new, but dates
back to the early days of communication theory [4],[5],[6]. Re-
cently, a UWB crosscorrelation receiver which averages sev-
eral reference signals to produce a template waveform was de-
scribed, and its performance was analyzed for a UWB TR sys-
tem using pulse position modulation (PPM) [7]. The issue in
this approach is the cost of implementing the averaging process
which requires something more than a simple delay line.
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In this paper, the multipath channel is modeled as being spec-
ular, i.e., having discrete and resolvable paths. This simplify-
ing assumption, made for analytical purposes, means the time
difference between two adjacent paths is greater than a pulse
width. Since the pulse width in UWB system is less than a
nanosecond, this resolvable multipath assumption always ap-
plies to paths whose propagation lengths are greater than one
foot.

A one-shot receiver for a UWB TR system will be described
in this paper. Specifically, an optimal receiver for UWB TR
system using binary antipodal modulation is derived using a
generalized likelihood ratio (GLRT) test. This derivation uses
knowledge of the response function of the channel and assumes
ideal synchronization resolvable multipath in the process of op-
timization. The bit error probabilities (BEPs) of this GLRT
receiver and two crosscorrelation receivers are computed and
compared for a resolvable multipath channel model.

Generally TR systems waste communication resources, i.e.,
power and time, to transmit reference signals. In this paper,
a UWB differential transmitted reference (UWB DTR) system
using a prior data-bearing waveform as a reference is proposed.
The receiver structure is still simple and implementable, and it
saves resources for communication. The performance of this
differential receiver is analyzed in Section III.

II. UWB TR SYSTEM

The transmitted signal of a UWB TR system with antipodal
modulation is

str (t) =
∞∑

i=−∞
gtr (t− iTf) + bbi/Nscgtr (t− iTf − Td) (1)

Heregtr (t) is a transmitted monocycle waveform that is non-
zero only fort ∈ (0, Tw), andTf is its repetition time (frame
time). Each frame contains two monocycle waveforms. The
first is a reference and the second,Td seconds later, is a data-
modulated waveform. The data bitsbbi/Nsc ∈ {1,−1} with
equal probability. The indexbi/Nsc, i.e., the integer part of
i/Ns, represents the index of the data bit modulating the data
waveform in theith frame. Hence each bit is transmitted in
Ns successive frames to achieve an adequate bit energy in the
receiver, and the channel is assumed invariant over this bit time.

In this TR system,Td is greater than the multipath delay
spreadTmds to assure that there is no interference between ref-
erence signal and data signal. The frame time is designed to be
Tf ≥ 2Td > 2Tmdsso that no interframe interference exists. Be-
cause the single user case is considered here, the time-hopping
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or direct sequence modulation which is used to reduce mul-
tiuser interference is eliminated for simplicity, but without loss
of generality.

A. GLRT Optimal Receiver

We model the received TR signalr(t) in a stationary channel
over a bit time by

r(t) =
Ns−1∑

i=0

K∑

k=1

[αkgrx(t− iTf − τk) (2)

+αkbbi/Nscgrx(t− iTf − Td − τk)
]
+ n(u, t),

wheren(u, t) represents white Gaussian receiver noise with
two-sided power spectral densityN0

2 . This model assumes the
existence ofK specular propagation paths, with thekth path’s
propagation delay and amplitude being denoted byτk andαk.
We assume that the received monocycle waveformgrx(t) ar-
riving over a single path differs in shape from the transmitted
waveform [8]-[9]. In the design and analysis of the GLRT op-
timal receiver, we assume thatgrx(t) is known and can be used
as a template signal in a correlator. This is an approximation
because the waveform may vary with antenna orientations, ob-
stacles along the propagation paths, reflection effects, temporal
variations in the environment and propagation geometry, etc.

At this point we treat the channel parameter vectorsα =
[α1, α2, · · · , αK ]t, andτ = [τ1, τ2, · · · , τK ]t as unknown. As-
suming that the delay parameters are ordered withτj < τk for
j < k, and for simplicity thatτ1 = 0, thenτK + Tw = Tmds,
the delay spread of the channel, and hence the elimination of
interpulse interference requires thatTd > τK + Tw.

We now determine the optimal receiver for bitb0, based on
the observatioñr of r(t), t ∈ (0, NsTf). Minimizing the bit
error probability using a GLRT, the decision rule is of the form

max
α,τ

p(r̃|b0 = 1,α, τ )

max
α,τ

p(r̃|b0 = −1,α, τ )

1
≷
−1

1 (3)

First, let’s find theα andτ that maximizep(r̃|b0 = 1,α, τ ).
It can be verified that

argmax
α,τ

p(r̃|b0 = 1,α, τ ) = argmin
α,τ

S(α, τ ) (4)

where
S(α, τ ) = 2Nsα

tR(τ )α− 2αtX1(τ ). (5)

HereR(τ ) is aK ×K matrix whoseijth entry is

[R(τ )]i,j = R(τi − τj), (6)

R(τ) =
∫ ∞

−∞
grx(t− τ)grx(t)dt, (7)

andX1(τ ) is given by

X1(τ ) = CR(τ ) + CD(τ ) (8)

whereCR(τ ) = [CR(τ1), CR(τ2), . . . , CR(τK)]t with

CR(τk) =
∫ NsTf

0

r(t)
Ns−1∑

j=0

grx(t− jTf − τk)dt, (9)

andCD(τ ) = [CD(τ1), CD(τ2), . . . , CD(τK)]t with

CD(τk) =
∫ NsTf

0

r(t)
Ns−1∑

j=0

grx(t− jTf − τk − Td)dt (10)

Because of the resolvable multipath assumption,R(τ ) =
2R(0)IK×K whereIK×K is a K by K identity matrix. The
choices forα andτ which minimizeS(α, τ ) in (4) are [8]

τ̂ (1) = argmax
τ

‖X1(τ )‖2

= argmax
τ

K∑

k=1

|CR(τk) + CD(τk)|2 (11)

α̂(1) =
1

2NsR(0)
[CR(τ̂ (1)) + CD(τ̂ (1))] (12)

The computation of̂τ (2) andα̂(2) which minimizesp(r̃|b0 =
−1,α, τ ) is similar to the computation in (4)-(12). Defining
X2(τ ) = CR(τ ) − CD(τ ) and completing the computation
gives

τ̂ (2) = argmax
τ

‖X2(τ )‖2

= argmax
τ

K∑

k=1

|CR(τk)− CD(τk)|2 (13)

α̂(2) =
1

2NsR(0)
[CR(τ̂ (2))−CD(τ̂ (2))] (14)

Next, the GLRT decision rule of (3) can be reduced to

exp
{

2
N0

Xt
1(τ̂

(1))α̂(1)
}

exp
{

2
N0

Xt
2(τ̂

(2))α̂(2)
} 1

≷
−1

1, (15)

which is equivalent to

∥∥∥CR(τ̂ (1)) + CD(τ̂ (1))
∥∥∥

2

∥∥∥CR(τ̂ (2))−CD(τ̂ (2))
∥∥∥

2

1

≷
−1

1 (16)

Suppose the estimate of multipath arrival times is correct,
i.e., τ̂ (1) = τ̂ (2) , τ . Under this condition, the decision rule
in (16) reduces to

K∑

k=1

[CR(τk)CD(τk)]︸ ︷︷ ︸
, Dk(u)

1

≷
−1

0 . (17)

At this point we begin to show dependence on the sample space
explicitly by indicating dependence on a pointu in a sample
space. This sets the stage for probability of bit error for this
rule ideal synchronization conditions.
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B. Performance of GLRT Receiver

Evaluation of the quantityDk(u) indicated in (17) is the key
to determining the bit error probability of the GLRT receiver.
Substituting the received signal intoDk(u) yields

Dk(u) =


NsR(0)αk +

Ns−1∑

j=0

NRkj(u)




·

bNsR(0)αk +

Ns−1∑

j=0

NDkj(u)


 , (18)

where, becausegrx(t − jTf − τk) is non-zero only fort ∈
jTf , (j + 1)Tf),

NRkj(u) ,
∫ jTf+Tmds

jTf

n(u, t)grx(t− jTf − τk)dt , (19)

NDkj(u) ,
∫ jTf+Td+Tmds

jTf+Td

n(u, t)grx(t− jTf − Td − τk)dt . (20)

The test statistic in (17) then can be represented by

D(u) ,
K∑

k=1

Dk(u)

=
K∑

k=1

[
bN2

s R2(0)α2
k + NRk(u)NDk(u)

+NsR(0)αkNDk(u) + bNsR(0)αkNRk(u)] , (21)

where

NRk(u) ,
Ns−1∑

j=0

NRkj(u) , NDk(u) ,
Ns−1∑

j=0

NDkj(u) . (22)

We assume in this paper that the power spectral density
Sn(f) of the noisen(u, t) satisfies the white noise approxima-
tion, namelySn(f)|Grx(f)|2 ≈ N0

2 |Grx(f)|2, whereGrx(f) is
the Fourier transform ofgrx(t). Then, as a result of the resolv-
able multipath assumption, the set{NRkj(u), NDkj(u) : 1 ≤
k ≤ K, 1 ≤ j ≤ Ns − 1} of elementary random variables
in this representation of the test statisticD(u) can be shown
to be independent Gaussian random variables with zero mean
and varianceN0

2 R(0). Hence the random variablesNRk(u) and
NDk(u) are independent Gaussian random variables. The term
K∑

k=1

NRk(u)NDk(u) in (21) is generally non-Gaussian, and its

probability density can be computed precisely (see [10], chap-
ter 2, section 3). For our purposes here, we assume that the
number of paths,K, (or we should sayN2

s K) is large enough
to conclude that this sum of products of Gaussian random vari-
ables is itself approximately Gaussian by central-limit theorem
arguments.

It follows from this discussion thatD(u) is an approximately
Gaussian random variable givenb, α, andτ . The mean and
variance ofD(u) and the bit-error probability can be computed
under these conditions.

E{D(u)|b,α, τ} = bN2
s R2(0)

K∑

k=1

α2
k (23)

Var{D(u)|α, τ} = K

[
NsR(0)N0

2

]2

+N3
s R3(0)N0

K∑

k=1

α2
k (24)

Under our assumptions thatD(u) is a Gaussian random vari-
able and the error probabilityPbit for the decision rule (17) is

Pbit = Q




[
2
Ns

(
N0

Ef

)
+

K

N2
s

(
N0

Ef

)2
]− 1

2

 , (25)

whereEf = 2R(0)|α|2 is the received energy per frame at two
pulses per frame, andQ(x) , (2π)−

1
2

∫∞
x

e−x2/2dx.

C. Performance of Crosscorrelation Receivers

When the observation interval is fixed to one bit duration,
the crosscorrelation receiver may have two different structures.
The easiest receiver to mechanize correlates each received data
pulse with the reference pulse receivedTd seconds earlier, and
sums theNs results over theNs pulses that are affected by a
single data bit [3]. We will call this the simple transmitted ref-
erence (STR) receiver.

The second crosscorrelation receiver averages theNs re-
ceived reference pulses to reduce the noise in the reference
waveform (and in fact the same averaging process can be done
on the received data-modulated pulses), and then data detection
proceeds with the reduced noise reference. We will call this
an averaged transmitted reference (ATR) receiver. The ATR
receiver generally will have higher complexity and better per-
formance than the STR receiver. In [7], the channel was as-
sumed to be time invariant over the duration of two data bits,
and the received reference waveforms in the first bit interval
were averaged and used to correlate with the data modulated
waveforms in the second bit interval. This mechanization con-
dition is different from that discussed here, but has comparable
performance.

DefineDs(u) as the output of the STR correlator forb = b0,
then

Ds(u) =
Ns−1∑

j=0

∫ jTf+Td+Tmds

jTf+Td

r(t− Td)r(t)dt

= bNsR(0)|α|2 +
K∑

k=1

αkNDk(u)

+
K∑

k=1

bαkNRk(u) + N(u) (26)

whereN(u) is the sum ofNs independent random variables,
each of the form

∫ jTf+Td+Tmds

jTf+Td
n(u, t − Td)n(u, t)dt for differ-

ent values ofj. Again, using central-limit theorem arguments,
N(u) can be modeled as a Gaussian random variable with zero

mean and varianceNsN
2
0 TmdsW
2 , whereW is the one-sided noise

bandwidth of the receiver. It is assumed in developing this re-
sult thatTmdsW is large, as is the case for highly time-spread
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channels. All the other random variables can be computed as in
the GLRT receiver case.

Under the above development, the test statisticDs(u) for the
STR receiver is a Gaussian random variable under each chan-
nel realization withE {Ds(u)|b,α, τ} = bNsR(0)|α|2 and

Var{Ds(u)|α, τ} = NsN0R(0)|α|2 + NsWTmdsN
2
0

2 . The BEP
of the STR receiver is

Pbit = Q




[
2
Ns

(
N0

Ef

)
+

2WTmds

Ns

(
N0

Ef

)2
]− 1

2

 . (27)

In the ATR receiver, we defineDa(u) as the output of the
crosscorrelator forb = b0, where

Da(u) =
Ns−1∑

j=0

∫ jTf+Td+Tmds

jTf+Td

r(t)

·

 1

Ns

Ns−1−j∑

i=−j

r(t + iTf − Td)


 dt . (28)

The statistical computation is left to the readers and the BEP of
the ATR receiver is given here.

Pbit = Q




[
2
Ns

(
N0

Ef

)
+

2WTmds

N2
s

(
N0

Ef

)2
]− 1

2

 . (29)

III. A UWB DTR SYSTEM

A. System Structure

It is possible to construct a UWB DTR system in which no
references are transmitted, but instead, the data signal in the
previous frame is used as reference. A block diagram of a UWB
DTR system is plotted in Figure 1. Here the differentially mod-
ulated UWB transmitted signal is

str(t) =
∞∑

i=−∞
migtr(t− iTf) (30)

wheremi = mi−1bbi/Nsc. All the other parameters are the
same as defined in the TR system. Because there is no extra ref-
erence signal imbedded in each frame, the requirement for no
interframe interference is simply thatTf > Tmds. This transmit-
ted signal can be modified for multiuser applications by adding
distinctive time-hopping or direct sequence modulations.

The modulation and demodulation techniques of this DTR
system are similar to those used in DBPSK. It is not easy for
this differential receiver to average several signals to produce
a cleaner reference because the data is transmitted as the dif-
ference of two consecutive signals. To do so would require a
decision directed approach. So, as described here, the differ-
ential UWB system is suitable for situations in which a simple
receiver is required.

B. Performance of a DTR receiver

The received signal of this differential system is

r(t) =
∞∑

i=−∞

K∑

k=1

αkmi−1bbi/Nscgrx(t−iTf−τk)+n(u, t) (31)
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Fig. 1. Block diagram of the modulator and demodulator in UWB DTR sys-
tem.

Again, we will assume perfect synchronization. Without loss
of generality, assumeb = b0 is the bit to be determined. The
differential correlator’s output is

Dd(u) =
Ns−1∑

j=0

∫ jTf+Tmds

jTf

r(t− Tf)r(t)dt

=
Ns−1∑

j=0

(|α|2bR(0) + Nj(u) (32)

+
K∑

k=1

αkmj−1[NRkj(u) + bNRk(j−1)(u)])

whereNRkj(u) is defined in (19), and

Nj(u) =
∫ jTf+Tmds

jTf

n(u, t)n(u, t− Tf)dt . (33)

Under the white noise approximation and the resolvable mul-
tipath assumption, all of the random variables on the right
side of (32) are uncorrelated and mean-zero. As before,

E{[NRkj(u)]2} = N0
2 R(0) andE{[NRkj(u)]2} = N2

0 TmdsW
2 ,

and Gaussian statistics apply toDd(u), givenα, τ , andb.
With this development, it can be verified that the BEP of the

differential system is

Pbit = Q




[
2Ns− 1

N2
s

(
N0

Ep

)
+

WTmds

2Ns

(
N0

Ep

)2
]− 1

2

 (34)

whereEp = R(0)|α|2 is the received energy per pulse at one
pulse per frame.

IV. RESULT

The bit error probability in (34) is defined as a function of
the received energy per pulse. Since each frame contains only
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one pulse in the UWB DTR system, the received energy per
pulse is equal to the received energy per frame. In order to
compare the performance of four receiver structures,N0

Ep
in (34)

can be replaced byN0
Ef

without confusion. In (25), (27), (29),
and (34), it can be seen that all the bit error probabilities are

a function of both Ef
N0

and
(

Ef
N0

)2

. The second power term

comes from the reference channel noise. It can also be seen
that the coefficient of this term is proportional to the numberK
of multipaths, or receiver bandwidthW . Because the number
of multipaths and receiver bandwidth are large in UWB system,
this term dominates the performance in the interested range of
SNR. For the GLRT receiver and ATR receiver, this term decays
with N2

s , it is obvious these two receivers should perform better.
Under the resolvable dense multipath assumption,WTmds

can be approximately equal to the number of paths,K. If the
multipath is not dense,K should be less thanWTmds. There-
fore the number of paths can be upper bounded byWTmds, i.e.,
K ≤ Tmds

Tp

∼= TmdsW . SubstituteK = WTmds in (27), (29), and
(34) can give the lower bounds of BEPs of STR, ATR, and DTR
receivers under the resolvable multipath assumption.

The BEP versusEf
N0

curves of the four receiver structures
described in this paper are plotted in Figure 2 assuming that
K = WTmds in (27), (29), and (34). In other words, the perfor-
mance curves in Figure 2 represent the resolvable dense multi-
path case. In Figure 2,K andNs are set to be200 and20, re-
spectively. Over one-bit observation time, GLRT receiver out-
performs all other receivers. It should be keep in mind that the
GLRT receiver must estimate multipath arrival times and im-
plement a large number of correlators to catch all the energy in
received signals. Although the ATR receiver is not optimal, it
is very competitive if the trade-off between receiver complex-
ity and performance is concerned. The DTR receiver and STR
receiver have comparable complexity but the former has better
BEP performance and may have higher data rate.

The performance curves in Figure 2 represent the dense mul-
tipath case, i.e.,K = WTmds. This situation usually happens
in a complex indoor environment. In outdoor and simple in-
door environments, the multipath is generally not dense, i.e.,
K < WTmds. Therefore the relative gain of GLRT receiver
over other three receivers should be greater than what we have
seen in Figure 2. Note also that it is in every receiver thatTmds

is known. If this is not the case, the GLRT receiver may have
an increased advantage because of excess noise or reduced re-
ceived energy in the other receivers.

V. CONCLUSION

Of the four receiver structures studied here, the ATR receiver
and DTR receiver are the better choices for moderate and sim-
ple receiver complexities, respectively. The GLRT receiver has
to estimate the arrival time of each path, and implement a large
number of correlators. But the requiredEf

N0
of GLRT receiver

in our example is just1.1dB less than the ATR receiver at
BER= 10−5 in dense resolvable multipath environment. Be-
cause the idea of using a UWB TR system is to simplify the
receiver structure, GLRT receiver serves primarily as a perfor-
mance benchmark.
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Fig. 2. BEP of four receiver structures in a dense resolvable multipath envi-
ronment withK = 200 andNs = 20.
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