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Abstract

Impulse radio (IR) is an ultra-wideband (UWB) modulation that uses waveforms

that consist of trains of time-shifted subnanosecond pulses. Data is transmitted using

pulse position modulation at a rate of many pulses per symbol. Multiple access ca-

pability is achieved using spread spectrum time hopping. Impulse radio promises to

be a viable technique to build relatively simple and low-cost, low-power transceivers

that can be used for short range, high speed multiple-access communications over

the multipath indoor wireless channel.

In [8] the single-user multiple-access performance of IR assuming free space prop-

agation conditions and additive white Gaussian noise (AWGN) was studied. The

analysis assumed that binary pulse-position-modulated (PPM) signals based on bi-

nary time-shift-keyed (TSK) modulation are detected using a correlation receiver.

The analysis in [8] is quite similar to that for code-division multiple-access made in

[44] and is based on the fact that both designs use single-channel correlation receivers

for phase-coherent detection of the bit waveform.

In this dissertation we generalize the ideas in [8] to investigate the use of block-

waveform signals to increase the data transmission rate supported by the system

without degrading the multiple-access performance for a given number of users, or

to increase the number of users supported by the system for a given multiple-access

performance and bit transmission rate. More speci�cally, we present three M-ary

block-coded PPM signal designs and analyze the multiple-access performance of IR

xiv



using these PPM signals. We also discuss some of the tradeo�s between performance

and receiver complexity. Using this idealized analysis, numerical examples given in

chapter 5 show that IR modulation is potentially able to support hundreds of users,

each transmitting at a rate over a Megabit per second at bit error rates as low as

10�8. Similarly, it is shown that IR is potentially able to support thousands of users,

each transmitting at a rate about ten Kilobits per second at bit error rates in the

order of 10�4. In either case, the combined transmission rates give a transmission

capacity of over 500 Megabits per second using receivers of moderate complexity.

We also include an assessment of the performance of IR modulation in the pres-

ence of dense multipath (no multiple-access interference is considered in this assess-

ment). Numerical results in chapter 6 show that for a particular set ofM = 4 signals

and symbol error probability of 10�3, the performance in the presence of multipath

using a mismatched Rake receiver with K = 10 �ngers is, on average, just 3 dB

worse than performance in the absence of multipath using a correlation receiver.

xv



Chapter 1

Introduction

This chapter briey describes the ultra-wideband spread spectrum impulse radio

modulation rationale and the targeted application. It lists some of the research

problems and results that can be found in the literature. It also describes the

objective of this research.

1.1 Motivation for impulse radio modulation

Short range, high speed multiple-access communications over the multipath indoor

wireless channel is a technical challenge [1]. This channel is impaired with deep

multipath nulls (fading) produced by dense multiple path signals arriving at the

receiver with di�erent time delays that can be as small as fractions of nanoseconds

[2]. For the signals to survive these nulls, an increase in the transmitted power

(fading margin) and/or the use of diversity techniques [3] [4] is required. Frequency

diversity can be achieved by using signals with bandwidths on the order of G-Hz to

allow a Rake receiver to be operable in this environment [5].
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One convenient way to generate this UWB communication signals is to use sub-

nanosecond pulses.1 The technology for receiving and generating such pulses con-

trolling their relative position in the time axis with great accuracy is now available

[6] [7]. Impulse radio modulation uses UWB waveforms that consist of trains of

time-shifted subnanosecond pulses. Data is transmitted using PPM data modula-

tion at a rate of many pulses per symbol, and multiple-access capability is achieved

using spread spectrum (SS) time hopping (TH). The TH PPM combination results

in non-constant envelope, \carrier-less" UWB modulated waveforms that can be re-

ceived by correlation detection literally at the antenna terminals, making a relatively

simple and low-cost, low-power transceiver viable [8].

Although an IR system and a CDMA system operating with the same bandwidth

can be shown to be quite comparable when used in a multiple-access environment,

the current impulse technology gives an advantage to IR on the basis of achievable

e�ective processing gains for the two systems [9]. In IR, an e�ective processing gain

of about 50 (30) dB paired with a data transmission rate of about 9:6 (1024) Kilo

bits per second is automatically achievable with the use of subnanosecond pulses,

allowing a large number of users to be accommodated in the system. These large

processing gains are essential for IR equipment to be operable license-free, and be

able to coexist with a large number of services with narrower bandwidths without

signi�cant mutual interference.

In comparison to a fast-frequency hopping receiver operating with the same pro-

cessing gain, IR has an edge in uncoded error-probability because of its coherence.

1Depending on the pulse shape and the de�nition of bandwidth, the range of frequencies occu-
pied goes from a few hundred of K-Hz to a few G-Hz.
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Finally, when compared with other technologies capable of supporting G-Hz

bandwidths, IR has an advantage over infrared technology since radio communi-

cation can easily penetrate the structure of buildings facilitating wireless communi-

cations. Also, impulse radio potentially is cheaper than millimeter wave communi-

cations for the same short-range communications environment.

1.2 Current research areas

The same qualities that make IR technologically attractive [8] [10] also provide the

communication design challenges [11] [12], yielding a rich source of research prob-

lems . Among them are UWB channel propagation measurements [13] [14], channel

modeling, including multipath angle of arrival characterization [17] [15] [16] [18],

PPM signal selection [19] [20] [21] [23] [22] [34], PPM signal design [24] [25] [26],

TH sequence design, fast TH sequence acquisition and tracking, demodulation and

synchronization with limited radiated power, multiple-access performance calcula-

tion [8] [27] [28] [29] [31] [32], receiver implementation issues [33] [34] [36] [24] [25]

[26] [35], as well as network issues [37] [38] [39] [40]. Other possible research topics

are listed in section 7.2.

1.3 Objective of this research

In this dissertation we analyze and quantify the bene�ts of using block-coded PPM

signals in IR modulation. We present three M-ary block-coded PPM signal designs.

We analyze the multiple-access performance of IR using these PPM signals and

discuss some of the tradeo�s between performance and receiver complexity. Finally,

we conclude this thesis making an assessment of the performance of IR modulation
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in the presence of dense multipath (no multiple-access interference is considered in

this assessment).

This thesis is organized as follows. Chapter 2 describes the channel and signal

models. In chapter 3 the demodulation processing when TH-PPM signals are used

to transmit information is discussed. In chapter 4 we describe three block waveform

PPM signal designs. In each case the construction method is given, the performance

is analyzed, and receiver simpli�cation is discussed. In chapter 5 we analyze the

single-user multiple-access performance of IR using block-waveform PPM signals.

In chapter 6 we investigate the performance of IR modulation in the presence of

dense multipath. Chapter 7 contains the conclusions and future research.
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Chapter 2

Channel, signals and multiple-access interference

models

This chapter begins with a description of the assumed channel model and the char-

acteristics of the impulse waveform used to carry information. It then discusses the

structure and properties of the TH PPM communications signals used in IR. Finally,

it describes the assumed statistical properties of the multiple-access interference.

2.1 Channel model

The model assumed is a channel with free space propagation conditions and AWGN,

and is denoted IR-AWGN. The transmitted pulse is wtx(t)
4
=
R t
�1 w(�)d� and the

received pulse is Aw(t�� )+n(t).1 The constants A and � represent the attenuation

and propagation delay, respectively, that the signal experiences over the link path

between the transmitter and receiver. The noise n(t) is AWGN with two-sided power

density No

2
Watts/Hz.

1The combined e�ect of the channel and the antenna system is modeled as a derivation operation.
Hence, the received pulse is the derivative of the transmitted pulse.
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2.2 Signals models

2.2.1 Impulse signal

The UWB signal w(t) is the basic subnanosecond impulse used to convey informa-

tion. It has duration Tw seconds, two-sided bandwidth of W Hertz, and energy

Ew =
R1
�1 [w(t)]

2
dt Joules. The normalized signal correlation function of w(t) is

w(� )
4
=

1

Ew

Z 1

�1
w(t)w(t� � )dt > �1 8�: (2.1)

The minimum value of w(� ) will be denoted min, and �min will denote the smallest

value of � in [0; Tw] such that min = w(�min). The correlation value between w(t��i)
and w(t � �j), i 6= j, is given by w(�i � �j). Note that the signals w(t � �i) and

w(t� �j) are linearly independent, hence they can never be antipodal.

2.2.2 TH-PPM signals

The TH PPM signal conveying information exclusively in the time shifts is

x(�)(t) =
1X
k=0

w(t� kTf � c
(�)
k Tc � �k

d
(�)

bk=Nsc

): (2.2)

The superscript (�), (1 � � � Nu) indicates user-dependent quantities. The in-

dex k is the number of time hops that the signal x(�)(t) has experienced, and also

the number of impulses that has been transmitted. The impulse duration satis�es

Tw << Tf , where Tf is the frame (impulse repetition) time and equals the average

time between pulse transmissions. The fc(�)k g is the pseudo-random time-hopping

sequence assigned to user �. It is periodic with period Np (i.e., c
(�)
k+lNp

= c
(�)
k ,8k; l

integers) and each sequence element is an integer in the range 0 � c
(�)
k � Nh. The

time hopping code provides an additional time shift to each impulse, each time shift
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being a discrete time value between 0 � c
(�)
k Tc < NhTc seconds. The time shift

corresponding to the data modulation is �k
d
(�)

bk=Nsc

2 f�1 = 0 < �2 < : : : < �Nd
g, with

�Nd
small relative to Tf . To simplify the analysis, we further assume that

NhTc + 2(�Nd
+ Tw) < Tf=2: (2.3)

The data sequence fd(�)m g of user � is an M-ary (1 � d(�)m �M) symbol stream that

conveys information in some form. Impulse radio is a fast hopping system, which

means that there are Ns impulses transmitted per symbol. The data symbol changes

only every Ns hops, and assuming that a new data symbol begins with pulse index

k = 0, the index of the data modulating pulse k is bk=Nsc (Here the notation bqc
denotes the integer part of q). Hence (2.2) can be written as

x(�)(t) =
1X

m=0

X
(�)

m;d
(�)
m

(t); (2.4)

where

X
(�)

m;d
(�)
m

(t)
4
=

(m+1)Ns�1X
k=mNs

w(t� kTf � c
(�)
k Tc � �k

d
(�)
m

); (2.5)

mNsTf � t � [(m+ 1)Ns]Tf ;

where m indexes the number of transmitted symbols. If we de�ne

C(�)
m (t)

4
=

(m+1)Ns�1X
k=mNs

Tc c
(�)
k p(t� kTf); (2.6)

where

p(t) =

8<
: 1; if 0 � t � Tf

0; otherwise
(2.7)
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and

Si(t)
4
=

Ns�1X
k=0

w(t� kTf � �ki ); i = 1; 2; : : : ;M; (2.8)

then we can write

X
(�)

m;d
(�)
m

(t) = S
d
(�)
m
(t�mNsTf � C(�)

m (t)); (2.9)

i.e,

x(�)(t) =
1X

m=0

S
d
(�)
m
(t�mNsTf � C(�)

m (t)): (2.10)

Hence the user's signal x(�)(t) is composed of a sequence of signals X
(�)

m;d
(�)
m

(t), where

each frame-shifted X
(�)

m;d
(�)
m

(t) is a fast-hopped version of one of the M possible PPM

symbol waveforms fSi(t)g. A single symbol waveform has duration Ts
4
= NsTf . For

a �xed Tf , the M-ary symbol rate Rs = T�1
s determines the number Ns of impulses

that are modulated by a given symbol. Note that when the hopping pattern in (2.6)

is known, the signals in (2.8) and (2.9) have the same correlation properties

Z 1

�1
X

(�)
m;i(�)X

(�)
m;j(�) d� =

Z 1

�1
Si(�) Sj(�) d� (2.11)

These properties will be discussed in the next section.

2.2.3 PPM signals

The PPM signal Si(t) in (2.8) represents the i-th signal in an ensemble of M in-

formation signals,2 each signal completely identi�ed by the sequence of time shifts

2The signal Si(t) is the received signal when
R t
�1

Si(�)d� is transmitted over the IR-AWGN

channel in the absence of noise and interference.
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f�ki ; k = 0; 1; 2; : : : ; Ns � 1g. The complete ensemble of signals fSi(t)g will be repre-
sented by the M �Ns matrix

� =

2
66666666666664

�11 �21 : : : �k1 : : : �Ns
1

�12 �22 : : : �k2 : : : �Ns
2

...
...

. . .
...

...
...

�1i �2i : : : �mi : : : �Ns
i

...
...

...
...

. . .
...

�1M �2M : : : �kM : : : �Ns

M

3
77777777777775
; (2.12)

where each row corresponds to the time shifts f�ki ; k = 0; 1; 2; : : : ; Ns � 1g de�ning

the i-th signal. The correlation between Si(t) and Sj(t) is de�ned as

Rij
4
=

Z 1

�1
Si(t)Sj(t)dt

=
Ns�1X
k=0

Z 1

�1
w(t� �ki ) w(t� �kj ) dt (2.13)

since for k 6= l the pulses are non overlapping (see (2.3)). In terms of the correlation

properties of w(t), we can write Rij as

Rij = Ew

Ns�1X
k=0

w(�
k
i � �kj ): (2.14)

The energy in the ith signal is

ES = Rii =
Z 1

�1
[Si(t)]

2 = NsEw; (2.15)

and the normalized correlation value is

�ij
4
=
Rii

ES

=
1

Ns

Ns�1X
k=0

w(�
k
i � �kj ) � min: (2.16)
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The complete set of normalized correlation values �ij corresponding to the ensem-

ble of signals � is given by the M �M symmetric non negative de�nite correlation

matrix

�
4
=

2
66666664

1 �21 : : : �M1

�21 1 : : : �M2

...
...

. . .
...

�M1 �M2 : : : 1

3
77777775
: (2.17)

Note that the signals in the set fSi(t)g are linearly independent. Hence the

dimensionality of the set fSi(t)g is always M ,3 and the signals Si(t), Sj(t), i 6= j,

can never be antipodal.

The power spectrum density of the ensemble of signals fSi(t)g for a wide sense

stationary stream of iid symbols can be shown to be [42]

Fs(f) =
1

Ts

MX
i=1

Pi jFSi(f)j2 +

1

Ts
j
MX
i=1

PiFSi(f)j2
"
�1 + 1

Ts

1X
m=�1

�(f � m

Ts
)

#
; (2.18)

where Pi is the probability of signal Si(t) being used, and FSi(f) is the Fourier

transform of Si(t) given by

FSi(f) =
Z 1

�1
Si(t) exp (�j2�ft) dt = Fw(f) Fi(f); (2.19)

where

Fw(f) =
Z 1

�1
w(t) exp (�j2�ft) dt (2.20)

3The linear independence also implies that, when the signals are equicorrelated with �ij = �,
then necessarily � > �1

M�1 , i.e., we can not achieve the \simplex bound" for the maximum value of

correlation [41].
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and

Fi(f) =
Z 1

�1

Ns�1X
k=0

�(t� kTf � �ki ) exp (�j2�ft) dt

=
Ns�1X
k=0

exp [�j2�f(kTf + �ki )]; (2.21)

If we substitute (2.19) in (2.18) we get

Fs(f) =
jFw(f)j2
Ts

(
MX
i=1

Pi jFi(f)j2 +

j
MX
i=1

PiFi(f)j2
2
4�1 + 1

Ts

1X
l=�1

�(f � l

Ts
)

3
5
9=
; : (2.22)

2.3 Multiple-access interference model

The following assumptions are made to facilitate our analytical treatment.

(a) We assume that the signals x(�)(t � � (�)), for � = 1; 2; : : : ; Nu and n(t) are

independently generated.

(b) To estimate performance without choosing a hopping sequence family, we as-

sume that the hopping sequences fc(�)k g, for � = 1; 2; 3; : : : ; Nu, and for all k,

are samples of purely random sequences, and compute performance based on

signal-to-noise ratios averaged over the hopping sequence variables. To guar-

antee that no hopping sequence random variable occurs more than once in a

symbol time, we assume that Ns � Np. Also, for many hops to occur in a

symbol time, we further assume that Ns >> 1. The elements of each user's

hopping sequence will be modeled as random variables selected independently

and uniformly from the time interval [0; NhTc], and therefore the probability
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density function of a time shift c
(�)
k Tc produced by the element c

(�)
k of the

hopping sequence is approximated by

p
c
(�)

k
Tc
(') =

8<
: (NhTc)

�1; 0 � ' � NhTc

0; otherwise
: (2.23)

(c) The time delay � (�) is related to the time when the �th radio starts transmitting

in asynchronous operation, and its magnitude spans many frames Tf . We can

model4

� (�) = �Tf + �; where
Tf

2
� � <

Tf

2
; (2.24)

hence � is the value of � (�) rounded to the nearest frame time, and � is the

error in this rounding process. Since � is a round-o� error of a large random

variable, it is reasonable to assume that � is uniformly distributed over it's

range, therefore the probability density function of � is

p�(') =

8<
: T�1

f ; 0 � ' < NhTc

0; otherwise
: (2.25)

A model for � won't be needed because the �nal calculations are independent

of it.

(d) Since the received signal is modeled as the derivative of the transmitted signal,

we assume that the impulse w(t) satis�es the relation

Z 1

�1
w(�) d� = 0: (2.26)

(e) Let �m = max �ki ; i = 1; 2; : : : ;M; k = 0; 1; 2; : : : ; Ns�1, i.e, �m = �Nd
. We will

assume that �m is much smaller than both the time uncertainty parameter �

and the time hopping window width NhTc. We further assume that the data

4This model will be also valid for � (�) � � (1).
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modulation on the signals of users 2; 3; : : : ; Nu has no signi�cant e�ect on the

calculation of multiple-access interference statistics for user 1. Hence, the time

shift values �k
d
(�)
m

= 0 for � = 2; 3; : : : ; Nu, and all k.

(f) To simplify the analysis we assume that the time interval over which the im-

pulse w(t) can be time hopped is less than a half a frame time so that

NhTc <
Tf

2
� �; (2.27)

where

�
4
= 2(Tw + �m) (2.28)

is two times the sum of widths of w(t) and w(t)� w(t� �m).

These assumptions allow the use of the Central Limit Theorem [43] to conclude that

the net e�ect of the ultra-wideband multiple-access interference caused by users

2; 3; : : : ; Nu in user one's correlation receiver can be modeled as a Gaussian random

variable.
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Chapter 3

Receiver signal processing and multiple-access

performance

In this chapter we discuss the receiver signal processing and analyze the single-

user multiple-access performance of IR using block-waveform TH-PPM signals. The

multiple-access performance is analyzed in terms of the number of users supported

by the system for a given bit error rate, bit transmission rate, and number of signals

in the block waveform set.

The calculations made here are quite similar to the calculations in [8] for the

single-user multiple-access performance of IR using binary PPM communications

signals. The analysis in [8] is in turn quite similar to that for code-division multiple-

access made in [44] and is based on the fact that both designs use single-channel

correlation receivers for phase-coherent detection of the bit waveform.

In the present work we generalize the ideas in [8] to investigate the use of block-

waveform signals to increase the data transmission rate supported by the system

without degrading the multiple-access performance for a given number of users, or

to improve the multiple-access performance of the system for a given number of

users and bit transmission rate. Using this idealized analysis, numerical examples

given in chapter 5 show that IR modulation is potentially able to support hundreds
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of users, each transmitting at a rate over a Megabit per second at bit error rates

as low as 10�8, using receivers of moderate complexity. Similarly, it is shown that

IR is potentially able to support thousands of users, each transmitting at a rate

about ten Kilobits per second at bit error rates in the order of 10�4. The combined

transmission rate in either case gives a transmission capacity of over 500 Megabits

per second.

3.1 Receiver signal processing

Consider a multiple-access system with Nu users transmitting IR modulation. The

signal at the receiver r(t) can be modeled as

r(t) =
NuX
�=1

A(�)x(�)(t� � (�)) + n(t); (3.1)

where A(�) is the attenuation of user �'s signal over the channel, � (�) represents

time asynchronisms between the clocks of user �'s transmitter and the receiver, and

the signal n(t) represents non-multiple-access interference modeled as AWGN. Let's

assume that the receiver wants to demodulate user one's signal representing the mth

data symbol d(1)m , where d(1)m is one of M equally-likely symbols. The received signal

r(t) in (3.1) can be viewed as

r(t) = A(1)X
(1)

m;d
(1)
m

(t� � (1)) + ntot(t); t 2 Tm; (3.2)

where

Tm 4
= [mNsTf + � (1); (m+ 1)NsTf + � (1)); (3.3)
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and

ntot(t)
4
=

NuX
�=2

A(�)x(�)(t� � (�)) + n(t): (3.4)

When the receiver is perfectly synchronized to the �rst user signal, e.g., having

learned the value of � (1) (or at least � (1) mod NpTf), the receiver is able to deter-

mine the sequence fTmg of time intervals, with interval Tm containing the waveform

representing data symbol d(1)m (or d
(1)

m mod Np
). In this case the detection problem

becomes the coherent detection ofM equal-energy, equally-likely signals in the pres-

ence of multiple-access interference in addition to AWGN. In this case the optimal

receiver (multi-user detector) is a complicated structure that takes advantage of

all of the receiver's knowledge regarding the characteristics of the multiple-access

interference [45] [46].

Due to the complexity of the analysis, the multi-user detector will not be con-

sidered here. Instead, we will assume that ntot(t) is a zero-mean Gaussian random

process (see section 2.3). Hence, the detection problem will be the coherent detec-

tion of M equal-energy, equally-likely signals in the presence of mean-zero Gaussian

interference in addition to AWGN. A suboptimum receiver for this case is theM -ary

correlation receiver [47]. This receiver is described in the next section.

3.2 Decoding of block waveform TH-PPM signals

TheM -ary correlation receiver consists ofM �lters matched to the signals fX(1)
m;i(t�

� (1))g, i = 1; 2; : : : ;M , t 2 Tm, followed by samplers and a decision circuit that selects

the maximum among the decision variables

yi =
Z
t2Tm

r(t)X
(1)
m;i(t� � (1)) dt; i = 1; 2; : : : ;M: (3.5)
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The error probability in decoding a symbol is the probability that an incorrect

decision variable exceeds the correct one. When d(1)m = j is sent, the conditioned

symbol error probability is

Prob(errorjd(1)m = j) = 1� Prob(yj � yi jd(1)m = j); i = 1; 2; : : : ; i 6= j; (3.6)

We can use the union bound [47] to upper bound the conditioned error probability

in (3.6). This bound states that the probability that a particular yj is less than the

M�1 remaining decision variables is bounded from above by the sum of probabilities

that yj is less than yi, i = 1; 2; : : : ;M , i 6= j, individually. The union bound implies

that

Prob(errorjd(1)m = j) �
MX
i = 1

i6=j

Prob(yj � yi jd(1)m = j) : (3.7)

The average error probability then satis�es

Prob(error) �
MX
j=1

Prob(d(1)m = j)Prob(errorjd(1)m = j)

=
MX
j=1

1

M

MX
i = 1

i6=j

Prob(yj � yi jd(1)m = j): (3.8)

By properly pairing terms, we can rewrite 3.8 as

Prob(error) = 1
M

PM

j=1

PM

i=1
i6=j

PEj;i; (3.9)

where

PEj;i =
1

2
Prob(yj � yi jd(1)m = j) +

1

2
Prob(yi � yj jd(1)m = i) (3.10)
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The PEj;i is the probability of error in the binary test attempting to decide between

the pair of signals X
(1)
m;j(t) and X

(1)
m;i(t). The observation variable in this binary test

can be written

rb(t) = A(1)X
(1)

m;d
(1)
m

(t� � (1)) + ntot(t); t 2 Tm; d(1)m 2 fi; jg; (3.11)

and the decision variable in this binary test is

yj;i =
Z
t2Tm

rb(t)Y
(1)
m;j;i(t� � (1))dt

=
Z
t2Tm

A(1)X
(1)

m;d
(1)
m

(t� � (1))Y
(1)
m;j;i(t� � (1))dt + nj;i; (3.12)

where

Y
(1)
m;j;i(t� � (�))

4
= [X

(1)
m;j(t� � (�))�X

(1)
m;i(t� � (�))]; (3.13)

and

nj;i
4
=

Z
t2Tm

ntot(t) Y
(1)
m;j;i(t� � (1)) dt: (3.14)

The binary decision variable yj;i in (3.12) is a Gaussian random variable with two

components. One produced by the correlation with the transmitted signal (which

can be either X
(1)
m;j(t) or X

(1)
m;i(t)), and one due to the Gaussian noise ntot(t). The

conditioned mean of yj;i is

mj;i
4
= Efyj;ijd(1)m = jg

=
Z
t2Tm

A(1)X
(1)
m;j(t� � (1))Y

(1)
m;j;i(t� � (1))dt

= A(1)Es(1� �ji); (3.15)
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where Ef�g is the expected value operator. Here we have assumed that

Efnj;ijd(1)m = jg = Efnj;ijd(1)m = ig = 0: (3.16)

The conditioned mean of yj;i when d
(1)
m = i is mi;j = �mj;i. The variance of yj;i in

the presence of Nu users is

�2j;i(Nu) = Ef[nj;i]2g: (3.17)

A symbol error is made in decoding when d(1)m = j and yj;i is negative or when

d(1)m = i and yj;i is positive. Since mi;j = �mj;i and �
2
j;i(Nu) = �2i;j(Nu), the average

probability of error in this binary test is simply

PEj;i = Q

�q
SNR(j;i)

out (Nu)

�
; (3.18)

where

Q (z) =
Z 1

z

exp (��2=2)
2�

d� (3.19)

is the Gaussian-tail integral, and

SNR(j;i)
out (Nu) =

m2
j;i

�2j;i(Nu)
(3.20)

is user one's output symbol signal-to-noise ratio (SNR) observed in binary commu-

nications in the presence of Nu users, when user one uses either X
(1)
m;j(t) or X

(1)
m;i(t)

to communicate information. The bit SNR SNRb(j;i)
out

(Nu) is related to the symbol

SNR SNR(j;i)
out (Nu) by

SNRb(j;i)out (Nu) =
1

log2(M)
SNR(j;i)

out (Nu)

=
1

log2(M)

m2
j;i

�2j;i(Nu)
: (3.21)

19



Using (3.18) in (3.9), the union bound on the symbol error probability is

UBPe(Nu)
4
= 1

M

PM

i=1

PM

j=1
i6=j

Q

�q
SNR(j;i)

out
(Nu)

�
: (3.22)

If only the desired transmitter is active (Nu = 1), then ntot(t) = n(t) is AWGN

and

Efnj;ijd(1)m = jg =
Z
t2Tm

Efn(t)jd(1)m = jg| {z }
Efn(t)g=0

Y
(1)
m;j;i(t� � (1)) dt = 0; (3.23)

and

�2j;i(1) =
Z
t2Tm

Z
�2Tm

Efn(t)n(�)g

Y
(1)
m;j;i(t� � (1))Y

(1)
m;j;i(� � � (1))d�dt

= NoEs(1 � �ji): (3.24)

Hence

SNR(j;i)
out (1) =

(A(1))2Es

No

(1� �ji): (3.25)

When more than one user is present, the calculation of SNR(j;i)
out

(Nu) in (3.20) re-

quires the evaluation of the variance in (3.17) and the veri�cation that the expected

value in (3.16) is indeed zero. This calculation is made in the next subsection.

3.2.1 Evaluation of the moments of nji

For clarity in the notation, we will assume m = 0 in the mathematical expression

involving the desired user (� = 1), and will drop the indexm from these expressions.
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Also, for clarity in the calculations, random quantities will be indexed by the random

index u.1 From the de�nition of nji in (3.14) we can write

nj;i(u) =
NuX
�=2

A(�)n
(�)
j;i (u) + n

(1)
j;i (u); (3.26)

where

n
(�)
j;i (u)

4
=

Z
t2T0

x(�)(u; t� � (�)(u)) Y
(1)
j;i (u; t� � (1)) dt (3.27)

is the component of nj;i(u) caused by multiple-access noise from the �th user, for

� = 2; 3; : : : ; Nu, and

n
(1)
j;i (u)

4
=

Z
t2T0

n(u; t)Y
(1)
j;i (u; t� � (1))dt (3.28)

is the component of nji(u) caused by receiver noise and other forms of non-impulsive

interference.

Recall from (2.2) that the �th user's signal is

x(�)(u; t� � (�)(u)) =
1X
k=0

w(t� � (�)(u)� kTf � c
(�)
k (u)Tc � �k

d
(�)

bk=Nsc
(u)
); (3.29)

and from (3.13) that

Y
(1)
j;i (t� � (1)) = [X

(1)
j (t� � (1))�X

(1)
i (t� � (1))]

=
Ns�1X
k=0

w(t� � (1) � kTf � c
(1)
k (u)Tc � �kj ) �

Ns�1X
k=0

w(t� � (1) � kTf � c
(1)
k (u)Tc � �ki )

1In this notation the deterministic signal a(t) is a function of the time index t, the random
variable a(u) is a function of the random index u, and the random process a(u; t) is a function of
both u and t.
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=
Ns�1X
k=0

vk;j;i(t� � (1) � kTf � c
(1)
k (u)Tc); (3.30)

where

vk;j;i(t)
4
= w(t� �kj )� w(t� �ki ) (3.31)

for i; j = 1; 2; : : : ;M , i 6= j, and k = 0; 1; 2; : : : ; Ns � 1. Therefore

n
(�)
j;i (u) =

Z � (1)+NsTf

� (1)

1X
k=0

Ns�1X
l=0

w(t� � (�)(u)� kTf � c
(�)
k (u)Tc � �k

d
(�)

bk=Nsc
(u)
)

vl;j;i(t� � (1) � lTf � c
(1)
l (u)Tc) dt

=
Ns�1X
l=0

Z � (1)+(l+1)Tf

� (1)+lTf

1X
k=0

w(t� � (�)(u)� kTf � c
(�)
k (u)Tc � �k

d
(�)

bk=Nsc
(u)
)

vl;j;i(t� � (1) � lTf � c
(1)
l (u)Tc) dt

=
Ns�1X
l=0

Z �c
(1)

l
(u)Tc+Tf

�c
(1)

l
(u)Tc

vl;j;i(�)
1X
k=0

w(� � (� (�)(u)� � (1))� (k � l)Tf �

[c
(�)
k (u)� c

(1)
l (u)]Tc � �k

d
(�)

bk=Nsc
(u)
) d�:

(3.32)

We now use some of the assumptions made in section 2.3. By assumption (e) we make

�k
d
(�)

bk=Nsc
(u)

= 0 for � = 2; 3; : : : ; Nu, and by assumption (c) we make � (�)(u) � � (1) =

�(u)Tf + �(u), j�(u)j < Tf
2
, hence

n
(�)
j;i (u) =

Ns�1X
l=0

Z �c
(1)

l
(u)Tc+Tf

�c
(1)

l
(u)Tc

vl;j;i(�)

1X
k=0

w(� � �(u)� [k � (l � �)]Tf � [c
(�)
k (u)� c

(1)
l (u)]Tc) d�:

(3.33)
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Noting that the integrand is always zero for k 6= l � � and that vl;j;i(�) is non-zero

for j�j � � (i.e., only for a few nanoseconds), we can write

n
(�)
j;i (u) =

Ns�1X
k=0

Z 1

�1
vk;j;i(�)w(� � �(u)� 
k(u)) d�

=
Ns�1X
k=0

n
(�)
k;j;i(u); (3.34)

where

n
(�)
k;j;i(u)

4
=

Z 1

�1
w(� � �(u)� 
k(u)) vk;j;i(�) d� (3.35)

and


k(u)
4
= [c

(�)

k��(u)(u)� c
(1)
k (u)]Tc: (3.36)

Being the di�erence of two independent, continuous time-shift sequence variables

(see assumption (b)), the probability density function (p.d.f) of 
k(u) is given by

p
k(u)(') =
Z 1

�1
p
c
(�)

k��(u)
(u)Tc

(�) p
c
(1)

k
(u)Tc

(� � ') d�

=

8<
: (NhTc)

�1
h
1 � j'j

NhTc

i
; j'j < NhTc

0; otherwise
for � 6= 1 :

(3.37)

The random variables 
k(u) for distinct values of k are conditionally independent,

given the value of the time shift parameter �.

We now verify that Efnj;i(u)g = 0. Since Efn(1)j;i (u)g = 0, we just need to verify

that Efn(�)j;i (u)g = 0, for � = 2; 3; : : : ; Nu. Note that this result can be obtained
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by averaging over �(u) alone by using assumptions (c), (d) and (f). That is, the

conditional expectation over �(u), given the TH sequence random variables, is

Efw(� � �(u)� 
k(u))g = T�1
f

Z Tf=2

�Tf=2
w(� � '� 
k(u)) d'

= T�1
f

Z Tf=2�
k(u)+�

�Tf=2�
k(u)+�
w(�) d�:

(3.38)

The constraint in assumption (f) guarantees that

[� �
2
;
�

2
] � [�Tf

2
� 
k(u) + �;

Tf

2
� 
k(u) + �];

i.e, the interval where w(�) is non-zero is contained fully within the region of in-

tegration, regardless of the sequence element values, and regardless of those values

of � for which v(�) is non-zero. Therefore, the domain of the integral can be ex-

tended to cover the whole real line, and by using assumption (d), Efn(�)j;i (u)g = 0,

for � = 2; 3; : : : ; Nu.

Now that it has been veri�ed that all the random variables on the right side of

(3.26) has mean zero, and since they are independent by assumption (a), it follows

that nj;i(u) has variance �
2
j;i(Nu) given by

�2j;i(Nu) = �2j;i(1) +
NuX
�=2

(A(�))2Ef[n(�)j;i (u)]
2g: (3.39)

We can now evaluate Ef[n(�)j;i (u)]
2g. Since n

(�)
j;i (u) has mean zero, it's variance,

conditioned on the time shift parameter �(u), is given by

Ef[n(�)j;i (u)]
2g = Ef

Ns�1X
k=0

n
(�)
k;j;i(u)

Ns�1X
l=0

n
(�)
l;j;i(u)g

=
Ns�1X
k=0

Ns�1X
l=0

Efn(�)k;j;i(u)n
(�)
l;j;i(u)g
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=
Ns�1X
k=0

�̂2k;j;i +

Ns�1X
k=0

Ns�1X
l=0

k 6=l

~�k;l;j;i; (3.40)

where

�̂2k;j;i
4
= Ef[n(�)k;j;i(u)]

2g

=
Z 1

�1

Z 1

�1
p�(u)(%) p
k(u)(')�Z 1

�1
w(�� %� ') vk;j;i(�)d�

�2
d%d'; (3.41)

and for k 6= l

~�k;l;j;i
4
= Efn(�)k;j;i(u)n

(�)
l;j;i(u)g

=
Z 1

�1
p�(u)(%)�Z 1

�1

Z 1

�1
w(� � % � ') vk;j;i(�)d� p
k(u)(') d'

�
�Z 1

�1

Z 1

�1
w(� � % �  ) vl;j;i(�)d� p
l(u)( ) d 

�
d%:

(3.42)

The calculation of this moments is conditioned on the time shift parameter �(u), but

the results are independent of its value. These integrals can be evaluated numerically.

To save computation, they can be simpli�ed. Let's de�ne

f̂k(&)
4
=
Z �

2

� �
2

w(� � &) vk;j;i(�) d�: (3.43)
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Notice that f̂k(&) takes on signi�cant values only for j&j < �. With a change of

variables of integration, �̂2k;j;i reduces to

�̂2k;j;i =
Z 1

�1
f̂2k (&)

2
666664
Z 1

�1
p�(u)(& � ') p
k(u)(')d'| {z }
p.d.f. of �(u) + 
k(u)

3
777775 d& : (3.44)

The constraint in assumption (f) can be rewritten � <
Tf
2
� NhTc. With this con-

straint we can assume

f̂k(&) = 0 for j&j � Tf

2
�NhTc: (3.45)

Also notice that, for j&j < Tf
2
�NhTc, the probability density function of �(u)+
k(u)

reduces to

Z 1

�1
p�(u)(& � ') p
k(u)(')d' = T�1

f

Z &+
Tf
2

&�
Tf

2

p
k(u)(')d'

= T�1
f

Z NhTc

�NhTc

p
k(u)(')d'| {z }
=1

; (3.46)

since (& +
Tf
2
) > NhTc and (& � Tf

2
) < �NhTc. Therefore, the calculation of �̂2k;j;i

simpli�es to

�̂2k;j;i = T�1
f

Z 1

�1
f̂2k (&) d&

= T�1
f

Z �

��

"Z �
2

� �
2

w(� � &) vk;j;i(�) d�

#2
d&

= �̂2w(�
k
j ; �

k
i ); (3.47)

where

�̂2w(�; �)
4
= T�1

f

Z �

��
m2

w(&; �; �) d&; (3.48)

26



and

mw(&; �; �)
4
=

Z 1

�1
w(�� &) [w(� � �) �w(� � �)]d�

= Ew [w(& � �)� w(& � �)] : (3.49)

The function mw(&; �; �) and the parameters � and � play an important role in

determining the level of multiple-access interference.

The term ~�k;l;j;i, being a cross-correlation, might be expected to have a magnitude

that is small with respect to �̂k;j;i � �̂l;j;i, but this must be checked out, because

there are Ns(Ns�1) cross-correlation terms, as opposed to Ns correlation terms (see

(3.40)). Notice that we can write

(~�k;l;j;i)
2 =

"
T�1
f

Z Tf=2

�Tf=2

�Z 1

�1
f̂k(%+ ') p
k(u)(') d'

�
�Z 1

�1
f̂l(%+  ) p
l(u)( ) d 

�
d%

�2

�
"
T�1
f

Z Tf=2

�Tf=2

�Z 1

�1
f̂k(%+ ') p
k(u)(') d'

�2
d%

#
"
T�1
f

Z Tf=2

�Tf=2

�Z 1

�1
f̂l(%0+ '0) p
l(u)('0) d'0

�2
d%0
#

(3.50)

We now de�ne

ĝk(%)
4
=

Z 1

�1
f̂k(%+ ') p
k(u)(') d'

=
Z 1

�1
f̂k(%� ') p
k(u)(') d'

=
Z 1

�1
p
k(u)(%� ') f̂k(') d' (3.51)

Since f̂k(%) takes signi�cant values for j%j � � only, it is of short duration relative to

p
k(u)(%). If we omit the values % = 0 and % = �NhTc, the p
k(u)(%) is su�ciently

27



smooth so that p
k(u)(% � ') ' p
k(u)(%) for ' < �. We can therefore apply the

moment expansion [48] to write

ĝk(%) ' p
k(u)(%)
Z 1

�1
f̂k(') d'; (3.52)

but notice that using (3.43) in (3.52) we get

ĝk(%) ' p
k(u)(%)
Z �

2

� �
2

Z 1

�1
w(� � ') d'| {z }

=0

vk;j;i(�) d� = 0 (3.53)

by assumption (d). Therefore, using (3.50) through (3.53) as evidence we conclude

that

j~�k;l;j;ij << �̂k;j;i �̂l;j;i: (3.54)

and approximate ~�k;l;j;i ' 0. Notice that the larger NhTc is in comparison to the

parameter � (a function of the width of the impulse w(t) and the time-shifts values

used for data modulation ), then the better the approximation in (3.52) is. Combin-

ing (3.40) and (3.47) and using ~�k;l;j;i ' 0, we get the following model for the total

output noise variance

�2j;i(Nu) = �2j;i(1) +
NuX
�=2

(A(�))2
Ns�1X
k=0

�̂2w(�
k
j ; �

k
i ); (3.55)

with �̂2w(�
k
j ; �

k
i ) given by (3.48).

3.3 Single-user multiple-access performance

In this work the multiple-access performance of IR is analyzed in terms of the number

of users supported by the system for a given bit error rate, bit transmission rate, and

number of signals in the block waveform set. The substitution of the symbol signal-

to-noise-ratio SNR(j;i)
out (Nu) in (3.20) into the symbol error probability UBPe(Nu) in
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(3.22) will provide the desired relation between error probability, number of users,

transmission rate, and number of signals.

To calculate SNR(j;i)
out

(Nu), note that we can rewrite (3.15) as follows

mj;i = A(1)Es(1 � �ji)

= A(1)NsEw

"
1 � 1

Ns

Ns�1X
k=0

w(�
k
j � �ki )

#

= A(1)
Ns�1X
k=0

mw(�
k
j ; �

k
j ; �

k
i ): (3.56)

We substitute (3.55) and (3.56) in (3.20) to get

SNR(j;i)
out (Nu) =

m2
j;i

�2j;i(Nu)

=

2
64hSNR(j;i)

out
(1)
i�1

+

2
64 Ts
Tw

Tw

Tf

�(j; i)PNu
�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

;

(3.57)

where

�(j; i)
4
=

hPNs�1
k=0 mw(�

k
j ; �

k
j ; �

k
i )
i2

Ns

PNs�1
k=0 �̂2w(�

k
j ; �

k
i )

(3.58)

is a normalized SNR parameter which is de�ned in terms of the pulse shape w(t)

and the data modulation times �kj , �
k
i , k = 0; 1; : : : ; Ns � 1. In (3.57) we have use

the fact that the symbol transmission rate Rs =
1
Ts

= 1
NsTf

. The expression in 3.57

shows that the total symbol SNR is smaller than the smallest of SNR(j;i)
out (1) and

Ts
Tf

�(j;i)PNu

�=2

�
A(�)

A(1)

�2 . The bit SNR can be found by substituting (3.57) in (3.21) to get

SNRb(j;i)out (Nu) =

2
64hSNRb(j;i)out (1)

i�1
+

2
64 1

Rb

1

Tf

�(j; i)PNu

�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

;
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(3.59)

where Rb is the bit transmission rate.

Note that (3.57) can be rewritten

SNR(j;i)
out

(Nu) =
(A(1))2Es(1 � �ji)

No +NMA

; (3.60)

where

NMA
4
=

NuX
�=2

N
(�)
MA (3.61)

is the equivalent power spectral density level of the total multiple-access interference,

and

N
(�)
MA

4
= (A(�))2

PNs�1
k=0 �̂2k;j;i

[Es(1 � �ji)]
(3.62)

is the contribution corresponding to the �th user for � = 2; 3; : : : ; Nu.

In chapter 5 we will evaluate SNR(j;i)
out (Nu) in (3.57) for the three types ofM -ary

signals discussed in chapter 4.

3.4 Multiple-access degradation factor

In order to simplify this analysis, let's assume that the signals are equally corre-

lated with �ji = �, �(j; i) = �, SNRb(j;i)
out

(1) = SNRbout(1) and SNRb(j;i)
out

(Nu) =

SNRbout(Nu). Hence, we can write

SNRbout(Nu) =

2
64[SNRbout(1)]

�1 +

2
64 1

Rb

�=TfPNu
�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

:

(3.63)
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Let's de�ne SNRbspec to be the speci�ed operating bit SNR to achieve the desired

probability of error. Recall that SNRbout(1) is the bit SNR value when only user

one is active, and that SNRbout(Nu) < SNRbout(1) is the actual bit SNR when

Nu users are active in the system. The SNRbrec(Nu) > SNRbspec is the required

value of SNRbout(1) that makes SNRbout(Nu) = SNRbspec, so user one can still

meet the speci�ed value of bit error probability even when Nu users are active. The

value of SNRbrec(Nu) can be calculated solving

SNRbout(Nu) = SNRbspec

=
SNRbrec(Nu)

1 + SNRbrec(Nu)

2
64 1
Rb

�=TfPNu

�=2

�
A(�)

A(1)

�2
3
75
�1 (3.64)

to get

SNRbrec(Nu) =
SNRbspec

1� SNRbspec

2
64 1
Rb

�=TfPNu

�=2

�
A(�)

A(1)

�2
3
75
�1 (3.65)

The ratio

DF(Nu) =
SNRbrec(Nu)

SNRbspec(1)
(3.66)

is a degradation factor that measures the additional amount of SNR required by

user one to overcome the negative e�ect of the multiple-access interference caused

by the Nu users. Using (3.65) in (3.66) we get

DF(Nu) =
1

1� SNRbspec

2
64 1
Rb

�=TfPNu

�=2

�
A(�)

A(1)

�2
3
75
�1 : (3.67)
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It can be observed that, as Nu increases, DF(Nu) also increases, meaning that

SNRbrec(Nu) must increase in order to keep constant the right hand side of (3.64).

Ultimately, however, no amount of increase in SNRbrec(Nu) can o�set the increase

in the other term. As a result, the number of users can be increased to a maxi-

mum number in which DF in (3.67) becomes in�nity. On the other hand, note that

SNRbrec(Nu) ! SNRbspec as Nu ! 1, as would be expected with only one user

active.

3.4.1 Degradation factor under ideal power control

When A(�) = A(1) for � = 2; 3; : : : ; Nu, DF(Nu) in (3.67) can be written

DF(Nu) =
1

1� SNRbspec

h
1
Rb

�=Tf
(Nu�1)

i�1 : (3.68)

The expression in (3.68) gives DF(Nu) as a function of Nu. It is also possible to get

an expression for Nu(DF) as a function of DF as follows

Nu(DF) =
1

SNRbspec

1

Rb

�

Tf
(1 � 1

DF
) + 1: (3.69)

The maximum number of users is

Nmax

4
=

lim

DF!1 Nu(DF) =
1

SNRbspec

1

Rb

�

Tf
+ 1: (3.70)

Similarly, it is also possible to get an expression for Rb(DF) as a function of DF as

follows

Rb(DF) =
1

SNRbspec

1

Nu � 1

�

Tf
(1� 1

DF
) + 1: (3.71)
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The maximum bit transmission rate is

Rmax

4
=

lim

DF!1
Rb(DF) =

1

SNRbspec

1

Nu � 1

�

Tf
+ 1: (3.72)

The values Nmax and Rmax are the largest values that Nu and Rb can attain, re-

spectively, when the performance is determined by the amount of multiple-access

interference produced by Nu active users, for a given value of SNRbspec. Notice that

there is a limit on how large SNRbspec can be for a given number of users Nu. This

maximum value can be found if we let SNRbrec(Nu) take on large values in (3.64)

to get

SNRbspec�max(Nu)
4
=

lim

SNRbrec(Nu) !1
SNRbspec

=
1

Rb

�=Tf

(Nu � 1)
(3.73)

The limit on how small SNRbspec can be is investigated in the next section.

3.5 Multiple-access transmission capacity under

ideal power control

In this section we perform an approximate analysis to estimate the total multiple-

access capacity of IR in bits per second under ideal power control. To simplify the

analysis, we again assume that the signals are equally correlated, with bit SNR given
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by SNRbspec.
2 It is well known from communication theory that the M -ary symbol

error probability PWE for equally correlated signals

PWE = 1 �
Z 1

�1

�
1 � Q

�
� +

q
2 SNRbspec

��M�1

(3.74)

has the following limiting behavior [49]

lim

M !1
PWE =

8<
: 1; if SNRbspec < loge(2)

0; if SNRbspec > loge(2)
(3.75)

Hence SNRbspec�lim

4
= loge(2) is the smallest value that SNRbspec can be assigned

when the performance is determined by the amount of multiple access interference

produced by Nu active users. We can use the condition in (3.75) together with (3.70)

to write

Nmax < NIR

4
=

1

loge(2)

1

Rb

�

Tf
+ 1: (3.76)

Hence, NIR is attainable, in principle, using block waveforms signals with M !1.

Similarly, we can use the condition in (3.75) together with (3.72) to write

Rmax < CIR(Nu)
4
=

1

loge(2)

1

Nu � 1

�

Tf
+ 1: (3.77)

Hence, the term CIR(Nu) plays the role of multiple-access channel capacity per user

of IR in bits per second. Another way to see this is by using Shannon's formula for

channel capacity

C(B) = B log2(1 +
1

B
P (Nu)) (3.78)

with bandwidth B
4
= 1

Tw
in the order of Gigahertz, and

P (Nu)
4
= Rb SNRbspec�max(Nu) (3.79)

2We have assumed that SNRbout(1) = SNRbrec(Nu) so that the condition SNRbout(Nu) =
SNRbspec can be satis�ed.
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playing the role of e�ective signal power to power noise density ratio. Hence

C(B) = B log2(1 +
1

B

�=Tf

Nu � 1
)

=
B

log(2)

1X
k=1

(�1)k+1
k

 
1

B

�=Tf

Nu � 1

!k

(3.80)

With B in the order of Gigahertz, � on the order of hundreds and Tf in the order

of hundreds of nanoseconds, it is clear that

 
1

B

�=Tf

Nu � 1

!
< 0:01 (3.81)

and (3.80) can be approximated

C(B) ' 1

log(2)

�=Tf

Nu � 1

= CIR(Nu) (3.82)

If CIR is the multiple-access capacity per user of IR in bits per second, then

CTOT

4
= NlimCIR

' 1

log(2)

�

Tf
; Nu >> 1; (3.83)

plays the role of total multiple-access capacity of IR in bits per second and gives an

upper bound on the total combined bit transmission rate that can can be attained

when the performance is determined by the amount of multiple-access interference

with Nu users active.

In chapter 5 we will evaluate Nu(DF) in (3.69) and CIR(Nu) in (3.77) for the

signals discussed in chapter 4.

35



Chapter 4

Block waveform encoding PPM signal sets

In this chapter we describe three signal sets with the PPM structure described in

section 2.2.3. In each case the construction method is given, the correlation proper-

ties are discussed, the performance in AWGN is analyzed, and receiver simpli�cation

is discussed. Finally, a numerical example is given. In this example the performance

in AWGN of the three sets of signals is calculated and compared.1

4.1 Orthogonal signals

4.1.1 Construction of orthogonal signals

Equation (4.1) de�nes the construction of orthogonal (OR) signals

Si(t) =
Ns�1X
k=0

w(t� kTf � [(k + i� 1)modM ]TOR); i = 1; 2; : : : ;M: (4.1)

1As discussed in subsection 2.2.2, for the case under consideration (Nu = 1) the time hopping

sequence fc
(1)
k g and the delay � (1) have no e�ect in the correlation properties of the PPM signals,

and they will be omitted in the analysis done in this chapter.

36



where TOR > Tw. For the OR PPM signals in (4.1) the normalized correlation

coe�cients are given by

�ij =

8<
: 1; i = j

0; i 6= j
; (4.2)

and the normalized correlation matrix �OR is the M �M identity matrix.

4.1.2 Selection of TOR

For a �xed impulse waveformw(t), Ns and Tf , the signal design in (4.1) depends only

on TOR. Clearly, in the presence of AWGN any TOR > Tw will perform identically. We

de�ne TOR
4
= 2Tw in order to simplify the analysis when multiple-access interference

is present (see section 5.1).

4.1.3 AWGN performance

For the OR PPM signals case, the bound on error probability in (3.22) (with Nu = 1)

reduces to

UBPOR

e
(1)

4
= (M � 1)Q

�q
SNROR

out
(1)
�
; (4.3)

where

SNROR

out(1) =
(A(1))2Es

No

: (4.4)

This symbol error probability can be converted to bit error probability as follows

[49]

UBPOR

b (1)
4
=

M

2

Z 1q
SNR

OR

out(1)

exp(��2=2)p
2�

d�: (4.5)
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4.1.4 Receiver simpli�cation

To detect the M signals we will need to correlate the input signal with M reference

signals. For large M this can result in a receiver of great complexity. We can take

advantage of the structure of the OR PPM signals to simplify the construction of

the receiver.

Let x(t) = Sj(t� � (1)�C(1)
0 (t� � (1))) + n(t), where Sj(t) is one of the signals in

(4.1), C
(1)
0 (t) is the TH function de�ned in (2.6), and n(t) is AWGN. Each of the M

channel correlation outputs can be written

yi =
Z NsTf

0
x(t) Si(t� � (1) � C

(1)
0 (t� � (1))) dt

=
Ns�1X
k=0

M�1X
q=0

�q;[(k+i�1)modM ] z(k; q); (4.6)

where

z(k; q)
4
=
Z kTf+�

(1)+c
(1)

k
Tc+(q+1)TOR

kTf+� (1)+c
(1)

k
Tc+qTOR

x(t)w(t� kTf � � (1) � c
(1)
k Tc � qTOR) dt (4.7)

and �q;q0 is the Kronecker delta. From the expression for yi, i = 1; 2; : : : ;M , it

is clear that the receiver needs only one correlator and M store and sum circuits.

The yi can be calculated while x(t) is received and no symbol delay occur. This is

illustrated in �gure 4.1.
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Figure 4.1: This diagram shows the single correlator and the M store and sum

circuits that are needed in the simpli�ed receiver for the OR PPM signals.
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4.2 Equally correlated signals

4.2.1 Construction of equally correlated signals

One method for generating equally correlated (EC) signals fSi(t)g for M � Ns,

where the value of Ns satis�es one of the following three conditions

(1)Ns = 2m � 1; m � 1; or

(2)Ns = p; p a prime; or

(3)Ns = p(p + 2); p and (p + 2) form a twin prime;

consists in deleting the �rst column and the �rst row a (Ns + 1) � (Ns + 1) cyclic

Hadamard matrix [41], and then use the i-th row of this modi�ed matrix and the

mapping (+1) ! �2 and (�1) ! �1 = 0 to produce the time shift pattern f�ki ; k =

0; 1; 2; : : : ; Ns � 1g de�ning the i-th signal. For example, the following modi�ed

Hadamard matrix with M = Ns = 3

Ĥ =

0
BBB@

+1 �1 �1
�1 +1 �1
�1 �1 +1

1
CCCA (4.8)

results in the ensemble of signals represented by

�EC =

2
6664
�2 0 0

0 �2 0

0 0 �2

3
7775 :

If in (4.8) we use the mapping (+1)! (+1) and (�1)! (0), then the matrix

~H =

2
6664
a11 a21 a31

a12 a22 a32

a13 a23 a33

3
7775 =

2
6664
1 0 0

0 1 0

0 0 1

3
7775
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provides an alternate way to represent the set of signals �EC as follows

�EC = �2 �

2
6664
a11 a21 a31

a12 a22 a32

a13 a23 a33

3
7775 :

In general, ~H is an Ns�Ns matrix where the i-th row faki ; k = 0; 1; 2; : : : ; Ns�1g
is an equivalent representation to the time shift pattern f�ki = aki �2; k = 0; 1; 2; : : : ; Ns�
1g de�ning the i-th signal. Hence, the EC PPM signals can be written

Si(t) =
Ns�1X
k=0

w(t� kTf � aki �2); i = 1; 2; : : : ;M (4.9)

For the EC PPM signals in 4.9 the correlation value is �ij = �, 8i 6= j, and the

correlation matrix becomes

�EC =

2
66666664

1 � : : : �

� 1 : : : �
...

...
. . .

...

� � : : : 1

3
77777775
;

where

� =
Ns�1
2
w(0) +

Ns+1
2
w(�2)

Ns

� 1 + w(�2)

2
for Ns >> 1: (4.10)
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4.2.2 Selection of �2

The signal design in (4.9) depends on w(t) and �2. From (4.10) we can see that by

using �2 = �min the minimum value of � is

�min

4
=

Ns�1
2
w(0) +

Ns+1
2
min

Ns

� 1 + min

2
for Ns >> 1: (4.11)

The actual value of min depends on the particular impulse w(t) employed in the

IR communication link. Figure 4.2 plots �min versus Ns for di�erent hypothetical

values of min. Note that �min � 0 only for Ns � 1�min

1+min
, and that for Ns >> 1 the

�min value is strictly positive.
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Figure 4.2: The value of �min versus Ns for di�erent values of min.
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4.2.3 AWGN performance

For equally correlated signals, the upper bound on error probability in (3.22) (with

Nu = 1) reduces to

UBPEC
e (1)

4
= (M � 1)Q

�q
SNREC

out (1)

�
; (4.12)

where

SNREC
out (1) =

(A(1))2Es(1� �)

No

: (4.13)

This symbol error probability can be converted to bit error probability as follows

[49]

UBPEC
b (1)

4
=

M

2

Z 1q
SNR

EC

out (1)

exp(��2=2)p
2�

d�: (4.14)

4.2.4 Receiver simpli�cation

Let x(t) = Sj(t � � (1) � C
(1)
0 (t � � (1))) + n(t), where Sj(t) is one of the signals in

(4.9). Each of the M channel correlation outputs can be written

yi =
Z NsTf

0
x(t) Si(t� � (1) � C

(1)
0 (t� � (1))) dt

=
Ns�1X
k=0

2X
m=1

�(m�1);ak
i
zm(k); (4.15)

where

zm(k)
4
=
Z kTf+�

(1)+c
(1)

k
Tc+�m+Tw

kTf+� (1)+c
(1)

k
Tc+�m

x(t)w(t� kTf � � (1) � c
(1)
k Tc � �m) dt: (4.16)
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From the expression for yi, i = 1; 2; : : : ;M , it is clear that the receiver needs only

two correlators and M store and sum circuits. The yi can be calculated while x(t)

is received and no symbol delay occurs. This is illustrated in �gure 4.3.

4.3 N-Orthogonal signals

In this section we describe the construction of N-Orthogonal (NO) PPM signals.2 A

given NO signal set consists of M = NL equal energy, equal time duration signals

that have the following two properties: (1) The signal set may be divided into L

disjoint subsets, each subset containing N signals, and (2) Signals from di�erent

subsets are orthogonal.

In [50] they give a construction of NO coded sets, when L is an integer power

of N, using multiple phase-shift-keyed (MPSK) modulation with phase values �i =

2�
N
(i � 1); i = 1; 2; : : : ; N . The NL � NL matrix �̂NO containing the normalized

signal correlation values can be partitioned in the following form

�̂NO =

2
66666664

�MPSK 0 : : : 0

0 �MPSK : : : 0
...

...
. . .

...

0 0 : : : �MPSK

3
77777775
;

where the N �N matrix �MPSK is given by

�MPSK =

2
66666664

1 cos(�2��1) : : : cos(�N��1)

cos(�2��1) 1 : : : cos(�N��2)

...
...

. . .
...

cos(�N��1) cos(�N��2) : : : 1

3
77777775
:

2N-Orthogonal phase-modulated coded signals are the generalization of bi-orthogonal signal sets
and were �rst introduced by Reed and Scholtz [50], and later studied by Viterbi and Sti�er [51].
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Figure 4.3: This diagram shows one of the two correlators and theM store and sum

circuits that are needed in the simpli�ed receiver for the EC PPM signals.
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In this section we describe the construction of NO PPM sets, when L is a positive

integer, using multiple time-shift-keyed (MTSK) modulation based on the set of N

time shifts values

�1 = 0; �1 < �2 � Tw; : : : ; �N�1 < �N � (N � 1)Tw: (4.17)

The NL � NL matrix �NO containing the normalized signal correlation values can

be partitioned in the following form

�NO =

2
66666664

�MTSK 0 : : : O

0 �MTSK : : : 0
...

...
. . .

...

0 0 : : : �MTSK

3
77777775
; (4.18)

where the N �N matrix �MTSK is given by

�MTSK =

2
66666664

1 w(�2��1) : : : w(�N��1)

w(�2��1) 1 : : : w(�N��2)

...
...

. . .
...

w(�N��1) w(�N��2) : : : 1

3
77777775
: (4.19)

The matrix �MTSK is the normalized correlation matrix for the set of N -ary signals

fw(t � �1); w(t � �2); : : : ; w(t � �N)g de�ned by the pulse w(t) and the time shift

values in (4.17).

4.3.1 Construction of N-orthogonal signals

Equation (4.20) de�nes the construction of NO PPM sets

Sm;l(t) =
PNS�1

k=0 w(t� kTf � �m � [(k + l) mod L]To); (4.20)

m = 1; 2; : : : ; N; l = 0; 1; 2; : : : ; L� 1;
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where To
4
= �N + TOR, and LTo < Tf (to avoid pulses overlapping between frames).

The relation between the double index (m; l) and the index j is given by

j = lN +m; j = 1; 2; : : : ;M;

l = b j�1
N
c; l = 0; 1; 2; : : : ; L� 1;

m = j � b j�1
N
cN; 1; 2; : : : ; N;

(4.21)

where bzc denotes the integer part of z. It can be veri�ed that for the signals in

(4.20) the normalized correlation coe�cients are given by

�ij =

8>>><
>>>:

0; b i�1
N
c 6= b j�1

N
c

1; i = j

w(�ij); b i�1
N
c = b j�1

N
c
; (4.22)

where �ij
4
= �i�b i�1

N
cN��j�b j�1

N
cN . Hence, the set of M signals has correlation matrix

�NO given by (4.18), and every subset of N signals has correlation matrix �MTSK given

by (4.19).

4.3.2 Selection of (�1; �2; : : : ; �N)

One criterion for selecting the time shift values �
4
= (�1; �2; : : : ; �N) is to choose the

values that minimize the probability of symbol error Pe in coherent communications

using the N-ary signal set fw(t � �1); w(t � �2); : : : ; w(t � �N)g. The Pe
�
Es
No
;�
�

depends only on the symbol SNR value
�
Es
No

�
and the correlation properties � of the

communications signal set.3 Hence, we want to �nd �
opt 4

= (� opt1 ; � opt2 ; : : : ; � optN ) that

3The probability of error can be expressed as [52]

Pe
�
E
s

No
;�
�
= 1�

1

M
exp(�

1

2
E
s

No
)�

�q
E
s

No
;�

�

where �(
q

E
s

No
;�) = E 

n
exp

q
E
s

No

max
i

 i

o
,  is a Gaussian random vector with probability

density function N (0;�), and E f�g is the expected value operator.
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minimize Pe
�
Es
No

;�MTSK(� )

�
. This is an optimization problem that can be stated as

follows:

minimize
� =(�1 ;�2 ;:::;�N)2P

Pe(EsNo ;�MTSK(� )) =

1 � 1

N
exp(�Es

No
)�

�q
Es
No

;�MTSK(� )

�
; (4.23)

where P is the region de�ned by4

(0 < �12 � Tw] � (0 < �23 � Tw] � : : : � (0 < �(N�1)N � Tw]: (4.24)

We can see that �MTSK(� ) 2 �, where � is the class of admissible �N�N de�ned by

1. � = �>,

2. x�x> � 0;8x 2 <N ,

3. �i;i = 1; i = 1; 2; : : : ; N ,

4. min � �i;j = w(�i � �j) � 1, i 6= j, i; j = 1; 2; : : : ; N ,

where < is the set of real numbers. For N = 2 it can be shown that the optimal

solution is � opt = (0; �min), and the corresponding correlation matrix is

�MTSK(�
opt) =

2
4 1 min

min 1

3
5 : (4.25)

For N > 2, the optimal solution �
opt might depend on the (Es

No
) value, and the

corresponding N �N correlation matrix has the form

�MTSK(�
opt(

Es
No

)) =

2
66666664

1 �
opt
21 (

Es
No

) : : : �
opt

N1
(
Es
No

)

�
opt
21 (

Es
No

) 1 : : : �
opt

2N (
Es
No

)

...
...

. . .
...

�
opt
N1(

Es
No

) �
opt
N2(

Es
No

) : : : 1

3
77777775
; (4.26)

4Since w(�ij) = 0 for �ij � Tw, we need to consider only 0 < �ij � Tw.
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where

�opt

ij

�
Es
No

�
= w

�
� opti

�
Es
No

�
� � optj

�
Es
No

��
: (4.27)

Note that the time-shift values are interrelated. For example �14 = �12 + �23 + �34.

For any given pulse w(t), this optimization problem is di�cult to solve both

by analytic methods and by computer search. For intermediate and high values

of
�
Es
No

�
, an approximate solution to the problem in (4.23) is given by substituting

Pe
�
Es
No

;�MTSK(� )

�
by the union bound on the probability of error UBPe

�
Es
No

;�MTSK(� )

�
,

and �nd by computer search the time shift values �̂
opt 4

= (�̂ opt1 ; �̂ opt2 ; : : : ; �̂ optN ) that

minimize UBPe

�
Es
No

;�MTSK(� )

�
.5 The corresponding optimization problem is

minimize
� =(�1 ;�2 ;:::;�N)2P

1

N

PN

i=1

PN

j=1
i6=j

Q
�q

Es
No

(1�w(�ij))

�
: (4.28)

To �nd the solution in (4.28) for high
�
Es
No

�
values,6 the calculation in (4.28) can be

approximated by

minimize
� =(�1 ;�2 ;:::;�N)2P

max( w(�12); w(�13); : : : ; w(�1N);

w(�23); w(�24); : : : ; w(�2N);
...

w(�(N�2)(N�1)); w(�(N�2)N);;

w(�(N�1)N) ):

(4.29)

5Both functions UBPe

�
E
s

No
;�
�
and Pe

�
E
s

No
;�
�
are not only close at high

�
E
s

No

�
values, but also

both Pe
�
E
s

No
;�
�
(weak simplex conjecture, see [52]) and UBPe

�
E
s

No
;�
�
(see [53]) are minimized by

the regular simplex set at all
�
E
s

No

�
values. Hence, we conjecture that both functions are minimized

by �MTSK(�
opt(

E
s

No
)) at high

�
E
s

No

�
values.

6At high
�
E
s

No

�
values the signals of the set that are closest together in the signal space (i.e.,

have maximum correlation value) determines the performance bound.
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4.3.3 AWGN performance

For NO PPM signals, the upper bound on error probability in (3.22) (with Nu = 1)

reduces to

UBPNO

e (1)
4
= 1

N

PN

i=1

PN

j=1
i6=j

Q

�q
SNR

MTSK(j;i)

out (1)

�
+ (NL�N)Q

�q
SNR

OR

out(1)

�
;

(4.30)

where

SNROR

out(1) =
(A(1))2Es

No

; (4.31)

and

SNRMTSK(j;i)
out

(1) =
(A(1))2Es[1� w(�ji)]

No

: (4.32)

For N = 2 notice that we have L � 1 orthogonal tests and one \quasi antipodal"

test7 for determining the bound. Hence

UBPNO

e
(1) = Q

�q
SNR

MTSK(1;2)

out (1)

�
+ (2L� 2)Q

�q
SNROR

out
(1)
�

(4.33)

is the union bound for the symbol error probability, where

SNRMTSK(1;2)
out (1) =

(A(1))2Es(1 � min)

No

: (4.34)

For N = 2 the union bound for the bit error probability UBPNO

b (1) can be calcu-

lated assuming that complementary binary patterns representing data symbols are

encoded using a pair of signals consisting of the signal and the pseudo-antipodal

version of it. If the decoder decides correctly the orthogonal dimension but errs in

7Recall that the signals w(t)andw(t� �min) can not be antipodal since min > �1.
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the pseudo-antipodal test, every bit of the word is incorrect. If the decoder decides

the wrong orthogonal dimension, bit errors are equally distributed. The probability

of a given bit being in error is obtained by averaging over the probability of each of

these types of error. Hence

UBPNO

b (1) =
Z 1q

SNR
MTSK(1;2)

out (1)

exp(��2=2)p
2�

d� +

(2L � 2)

2

Z 1q
SNR

OR

out(1)

exp(��2=2)p
2�

d�: (4.35)

4.3.4 Receiver simpli�cation

We can take advantage of the structure of the NO PPM signals to simplify the

construction of the receiver.

Let x(t) = Sj(t� � (1)�C(1)
0 (t� � (1))) + n(t), where Sj(t) is one of the signals in

(4.20). Each of the M channel correlation output can be written

ym;l =
Z NsTf

0
x(t)Sm;l(t� � (1) � C

(1)
0 (t� � (1)))dt

=
Ns�1X
k=0

L�1X
q=0

�q;[(k+l) mod L]zm(k; q); (4.36)

where

zm(k; q)
4
=
Z kTf+�

(1)+c
(1)

k
Tc+(q+1)To

kTf+� (1)+c
(1)

k
Tc+qTo

x(t) w(t� kTf � � (1)� c
(1)
k Tc � �m � qTo) dt:

(4.37)

From the expression for ym;l, it is clear that the receiver needs only N correlators and

M = NL store and sum circuits. The ym;l can be calculated while x(t) is received

and no symbol delay occur. This is illustrated in �gure 4.4.
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Figure 4.4: This diagram shows one of the N correlators and L of theM = NL store

and sum circuits that are needed in the simpli�ed receiver for NO PPM signals.
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4.4 Numerical example

In this section we calculate the symbol error probability in AWGN for M = 8 for

the three types of signals just discussed. In IR modulation, the UWB received pulse

w(t) can be modeled by

w(t) =

"
1 � 4�

�
t

tn

�2#
exp

 
�2�

�
t

tn

�2!
; (4.38)

where the value tn = 0:4472 ns was used to �t the model w(t) to the measured

waveform wT (t). The UWB pulse wT (t) is a unit-energy template with duration

Tw = 1:0 ns that was taken from a multipath-free and noise-free measurement in a

particular IR link. The signal correlation function corresponding to w(t) is

w(� ) =

"
1 � 4�

�
�

tn

�2
+
4�2

3

�
�

tn

�4#
exp

 
��

�
�

tn

�2!
: (4.39)

In this case �min = 0:2419 ns and min = �0:6183. Both w(t � Tw
2
) and w(� ) are

shown in �gure 4.5. Using this w(t) we can calculate

Fw(f) =
p
2tn

"
�(ftn)

2

2

#
exp��(ftn)

2

2
(4.40)

which has a maximum at f = 1
tn

q
2
�
= 1:7842 Gigahertz. Figure 4.6 shows a a

normalized plot of Fw(f) calculated using tn = 0:4472 ns.

To calculate the performance bound for OR PPM signals, notice that (4.3) can

be rewritten

UBPOR

e (1) = UBPe

�
Es
No

;�OR

�
(4.41)
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Figure 4.5: (a) The pulse w(t� Tw
2
) as a function of time t. (b) The signal autocor-

relation w(� ) as a function of time shift � .

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

no
rm

al
ize

d 
m

ag
ni

tu
de

frequency (GHz)

Figure 4.6: Fourier transform Fw(f) of the pulse w(t).
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and we just need to evaluate (4.41) for di�erent values of
�
Es
No

�
. To calculate the

performance for EC PPM signals, notice that (4.12) can be rewritten

UBPEC

e (1) = UBPe

�
Es
No

;�EC

�

= UBPe

�
Es
No

(1��);�OR

�
: (4.42)

To calculate the performance for NO PPM signals, notice that (4.30) can be rewritten

UBPNO

e
(1) = UBPe

�
Es
No

;�NO

�

= UBPe

�
Es
No

;�OR

�
�DUBPe

�
Es
No

;�MTSK;��OR

�
; (4.43)

where DUBPe
�
Es
No

;�MTSK;��OR

�
is the di�erence in performance between the NO PPM

signal set and the OR PPM signal set for the same value of M , and is given by

DUBPe
�
Es
No

;�MTSK;��OR

�
4
= UBPe

�
Es
No

;�OR

�
�UBPe

�
Es
No

;�NO

�
(4.44)

= (NL� 1)Q
�q

Es
No

�
�UBPe

�
Es
No

;�MTSK

�
�

(NL�N)Q
�q

Es
No

�

= (N � 1)Q
�q

Es
No

�
�UBPe

�
Es
No

;�MTSK

�

= UBPe

�
Es
No

;��OR

�
�UBPe

�
Es
No

;�MTSK

�
;

where ��OR is an N � N identity matrix corresponding to a set of N orthogonal

signals. Hence, the di�erence in performance DUBPe
�
Es
No

;�MTSK;��OR

�
is dictated by

N and is independent of L.

In this example we evaluate (4.43) for M = 8 with L = 2. This requires the

calculation of �̂ opt
�
Es
No

�
in (4.28) for N = 4 and di�erent values of

�
Es
No

�
. For each

value of
�
Es
No

�
considered, the minimization is carried in two steps. In the �rst step

a coarse approximation to �̂
opt = (�̂ opt1 ; �̂ opt2 ; �̂ opt3 ; �̂ opt4 ) is found by exhaustive search

in the region P de�ned in (4.24) with an incremental step of 0:01 nanoseconds. In
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the second step this coarse value is used as a starting point of a simplex search

method [54]. This provided a more precise value of �̂ opt = (�̂ opt1 ; �̂ opt2 ; �̂ opt3 ; �̂ opt4 ). Table

4.1 shows �̂ opt
�
Es
No

�
for di�erent values of

�
Es
No

�
. Table 4.2 shows the corresponding

values of UBPe

�
Es
No

;�MTSK(�̂
opt

(
Es
No

))

�
and DUBPe

�
Es
No

;�MTSK(�̂
opt

(
Es
No

));��OR

�
.

�
Es
No

�
�̂
opt = (�̂ opt1 ; �̂ opt2 ; �̂ opt3 ; �̂ opt4 )

(dB) (ns)

2 (0:0; 0:19381752; 0:35302358; 0:54683541)
4 (0:0; 0:19068768; 0:35045188; 0:54113714)

6 (0:0; 0:18725300; 0:34807298; 0:53531977)

8 (0:0; 0:18460247; 0:34689223; 0:53149639)

10 (0:0; 0:19072413; 0:35430263; 0:54500740)
12 (0:0; 0:15057900; 0:30033943; 0:45092310)
14 (0:0; 0:14558436; 0:29101003; 0:43657833)
16 (0:0; 0:14279746; 0:28555227; 0:42832342)
18 (0:0; 0:14095107; 0:28180320; 0:42274070)

Table 4.1: Values �̂ opt
�
Es
No

�
for N=4 calculated using the pulse in (4.38) to solve the

minimization problem in (4.28).

Figure 4.7 shows UBPe

�
Es
No

;�OR

�
, UBPe

�
Es
No

;�EC

�
and UBPe

�
Es
No

;�NO

�
for N = 4,

L = 2, M = 8.

4.5 Conclusion

This section described the construction of orthogonal, equally correlated and N-

orthogonal block waveform PPM signals for ultra-wideband impulse radio modula-

tion. The construction uses a set of time-shift-keyed signals to construct the PPM

signals. In the N-orthogonal PPM case the signal design depends on the SNR value

at which the communications link is operated, since in this case the optimum set of

time-shift-keyed signals is a function of the SNR value.
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�
Es
No

�
UBPe(

Es
No

;�MTSK) UBPe(
Es
No

;��O) DUBPe(
Es
No

;�MTSK;��OR)

(dB) (prob. of error) (prob. of error)

2 2:4003952E�1 3:1208591E�1 7:2046391E�2

4 1:1726925E�1 1:6948590E�1 5:2216648E�2

6 4:1460574E�2 6:9021416E�2 2:7560842E�2

8 9:1811626E�3 1:8013159E�2 8:8319966E�2

10 1:0597741E�3 2:3481033E�3 1:2883292E�3

12 4:4588128E�5 1:0290787E�4 5:8319742E�5

14 3:2869771E�7 8:0854443E�7 4:7984672E�7

16 1:55400285�10 4:1970834E�10 2:6430805E�10

18 9:3470225E�16 2:9535000E�15 2:0187984E�15

Table 4.2: Values UBPe(
Es
No

;�MTSK), UBPe(
Es
No

;��OR) and DUBPe(
Es
No

;�MTSK;��OR) corre-

sponding to �̂
opt
�
Es
No

�
in table 4.1.
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Figure 4.7: The UBPe(
Es
No

;�EC ), UBPe(
Es
No

;�OR) and UBPe(
Es
No

;�NO) for N = 4, L = 2,

M = 8.
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Since the PPM signals are linearly independent, it is not possible to reduce the

dimensionality M of the signal set. Nevertheless, we can take advantage of the

structure of the PPM signals to reduce the complexity of the receiver and use less

than M correlators combined with M store and sum circuits without introducing a

symbol delay.
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Chapter 5

Multiple-access performance using block

waveform encoding TH PPM signals

In this chapter we evaluate SNR(j;i)
out (Nu) in (3.57) for the three types of block wave-

form encoding PPM signal sets presented in chapter 4. Once SNR(j;i)
out

(Nu) is known,

we can use the corresponding expressions for symbol error probability derived in

chapter 4 to analyze the multiple-access performance of these signals.

5.1 Performance using orthogonal signals

For the orthogonal signals in section 4.1 we have that

�kj = [(k + j � 1) modM ]TOR (5.1)

for 1 � j �M and k = 0; 1; 2; : : : ; Ns � 1. Hence

vk;j;i(�) = w(�� [(k + j � 1) modM ]TOR)� w(� � [(k + i� 1) modM ]TOR) (5.2)

for k = 0; 1; 2; : : : ; Ns � 1 and j 6= i, j; i = 1; 2; : : : ;M . Using (5.2) in (3.47) we get

�̂2OR
4
= �̂2k;j;i
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= �̂2w([(k + j � 1) modM ]TOR; [(k + i� 1) modM ]TOR)

=
1

Tf

Z �

�
m2

w(&; [(k + j � 1) modM ]TOR; [(k + i� 1) modM ]TOR) d&

=
E2
w

Tf

Z �

��
[w(& � [(k + j � 1) modM ]TOR) � w(& � [(k + i� 1) modM ]TOR)]

2
d&

(i)
=

E2
w

Tf

Z �

��
[w(& � 0) � w(& � TOR)]

2
d& for all i 6= j

=
1

Tf

Z �

��
m2

w(&; 0; TOR) d&

= �̂2w(0; TOR);

(5.3)

where � = 2(Tw + (M � 1)TOR)(see(2:28)):
1 Notice that step (i) is possible because

j�kj � �ki j � TOR, i.e., in the range of integration [��; �] the functions w(& � [(k+ j�
1) modM ]TOR) and w(& � [(k + i� 1) modM ]TOR) do not overlap for j 6= i. Hence

Ns�1X
k=0

�̂2k;j;i = Ns �̂
2
OR

= Ns �̂
2
w(0; TOR); � = 2(Tw + (M � 1)TOR): (5.4)

Similarly, it can be shown that

mOR

4
= mw(�

k
j ; �

k
j ; �

k
i )

= mw([(k + j � 1) modM ]TOR; [(k + j � 1) modM ]TOR; [(k + i� 1) modM ]TOR)

= mw(0; 0; TOR): (5.5)

Hence

Ns�1X
k=0

mw(�
k
j ; �

k
j ; �

k
i ) = Ns mOR

= Ns mw(0; 0; TOR); � = 2(Tw + (M � 1)TOR): (5.6)

1Note that for this type of orthogonal signals the parameter � grows withM , therefore for large
values of M the assumption in (e) and the assumption ~�k;l;j;i ' 0 both will need to be revised.
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The value in (5.6) corresponds to mji in (3.56) with �ji = 0. Substituting (5.4) and

(5.6) in (3.58) we get

�OR
4
=

hPNs�1
k=0 mw(�

k
j ; �

k
j ; �

k
i )
i2

Ns

PNs�1
k=0 �̂2k;j;i

=
m2

OR

�̂2
OR

=
m2

w(0; 0; TOR)

�̂2w(0; TOR)
; � = 2(Tw + (M � 1)TOR); (5.7)

and the expression for the symbol SNR in the case of orthogonal signals is

SNROR

out(Nu)
4
=

2
64
"
(A(1))2Es

No

#�1
+

2
64 Ts
Tw

Tw

Tf

�ORPNu
�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

: (5.8)

Note that (5.8) can be rewritten as in (3.60) to give

SNROR

out
(Nu) =

(A(1))2Es

No +NOR

; (5.9)

where

NOR

4
=

NuX
�=2

N (�)
OR (5.10)

and

N (�)
OR

4
= (A(�))2

Ew

Tf

Z (Tw+TOR)

�(Tw+TOR)

[w(&)� w(& � TOR)]
2

[w(0) � w(TOR)]
d& (5.11)

for � = 2; 3; : : : ; Nu.

The expression in (5.8) gives the symbol SNR value for use in the expression for

bit error probability in (4.5) for Nu greater than one.
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5.2 Performance using equally correlated signals

For the equally correlated signals described in section 4.2 we have that

�kj 2 f�1 = 0; 0 < �2 < Twg (5.12)

for k = 0; 1; 2; : : : ; Ns � 1, and

vk;j;i(�) =

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

8>>><
>>>:
w(�� �1)� w(�� �2) 6= 0

or

w(�� �2)� w(�� �1) 6= 0

9>>>=
>>>; ; for Ns+1

2
hops

8>>><
>>>:
w(�� �1)� w(�� �1) = 0

or

w(�� �2)� w(�� �2) = 0

9>>>=
>>>; ; for Ns�1

2
hops

: (5.13)

Using (5.13) in (3.47) we notice that, for the Ns�1
2

hops in which vk;j;i(�) = 0,

�̂2k;j;i = 0, and for the Ns+1
2

hops in which vk;j;i(�) 6= 0,

�̂2k;j;i = T�1
f

Z �

��

�Z 1

�1
w(� � &)

8>>><
>>>:
w(� � �1)� w(� � �2)

or

w(� � �2)� w(� � �1)

9>>>=
>>>;
d�

1
CCCA
2

d&

=
E2
w

Tf

Z �

��

0
BBB@
8>>><
>>>:
w(&)� w(& � �2)

or

w(& � �2) � w(&)

9>>>=
>>>;

1
CCCA
2

d&

=
E2
w

Tf

Z �

��
(w(&)� w(& � �2))

2
d&

= T�1
f

Z �

��
m2

w(&; 0; �2) d&

= �̂2w(0; �2); (5.14)
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where � = 2(Tw + �2). If we de�ne

�̂2
EC

4
=

2

Tf

Z �

��
m2

w(&; 0; �2) d&

= 2 �̂2w(0; �2); (5.15)

we can write

�̂2k;j;i =

8<
:

1
2
�̂2EC; for Ns+1

2
hops

0; for Ns�1
2

hops
: (5.16)

Hence

Ns�1X
k=0

�̂2k;j;i =
Ns + 1

2

�̂2EC
2

' Ns

4
�̂2
EC

forNs >> 1: (5.17)

Similarly, we can write

mw(�
k
j ; �

k
j ; �

k
i ) =

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

8>>><
>>>:

mw(�1; �1; �2)

or

mw(�2; �2; �1) = mw(�1; �1; �2)

9>>>=
>>>; ; for Ns+1

2
hops

8>>><
>>>:
mw(�1; �1; �1) = 0

or

mw(�2; �2:�2) = 0

9>>>=
>>>; ; for Ns�1

2
hops

: (5.18)

If we de�ne

mEC

4
= mw(0; 0; �2) (5.19)

we can write

Ns�1X
k=0

mw(�
k
j ; �

k
j ; �

k
i ) =

Ns + 1

2
mEC

' Ns

2
mEC; Ns >> 1;

=
Ns

2
mw(0; 0; �2); � = 2(Tw + �2) (5.20)
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The value in (5.20) corresponds to mji in (3.56) with �ji = �. Substituting (5.17)

and (5.20) in (3.58) we get

�EC
4
=

m2
EC

�̂2EC

=
m2

w(0; 0; �2)

2 �̂2w(0; �2)
; � = 2(Tw + �2); (5.21)

and the expression for the symbol SNR in the case of equally correlated signals is

SNREC

out(Nu)
4
=

2
64
"
(A(1))2Es(1 � �)

No

#�1
+

2
64 Ts
Tw

Tw

Tf

�ECPNu

�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

:

(5.22)

Note that (5.22) can be rewritten as in (3.60) to give

SNREC

out(Nu) =
(A(1))2Es(1� �)

No +NEC

(5.23)

where

NEC

4
=

NuX
�=2

N (�)
EC

(5.24)

and

N (�)
EC

4
= (A(�))2

Ew

Tf

Z (Tw+�2)

�(Tw+�2)

[w(&)� w(& � �2)]
2

[w(0)� w(�2)]
d& (5.25)

for � = 2; 3; : : : ; Nu.

The expression in (5.22) gives the symbol SNR value for use in the expression

for bit error probability in (4.14) for Nu greater than one.
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5.3 Performance using N-orthogonal signals

For the N-orthogonal signals in section 4.3 we have that

�kj 2 f�J + [(k + l) mod L]Tog (5.26)

for j = 1; 2; : : : ;M , J
4
= j�b j�1

N
cN = 1; 2; : : : ; N , and l = b j�1

N
c = 0; 1; 2; : : : ; L�1.

Hence

vk;j;i(�) = w(� � �kj )� w(� � �ki ) (5.27)

for k = 0; 1; 2; : : : ; Ns � 1 and j 6= i; j; i = 1; 2; : : : ;M . Using (5.27) in (3.47) we get

�̂2k;j;i = T�1
f

Z �

��

�Z 1

�1
w(� � &)

h
w(� � �kj )� w(�� �ki )

i
d�
�2
d&

=
E2
w

Tf

Z �

��

h
w(& � �kj )� w(& � �ki )

i2
d&

= �̂2w(�
k
j ; �

k
i ); (5.28)

where � = 2(Tw + �N + (L� 1)To):
2. When the pair of signals (j; i) each one belongs

to distinct disjoint (orthogonal) subsets (i.e. b j�1
N
c 6= b i�1

N
c), we have that

j�kj � �ki j � To: (5.29)

In this case, we can use a procedure similar to the one used in orthogonal signals to

show that
Ns�1X
k=0

�̂2k;j;i = Ns�̂
2
OR (5.30)

and
Ns�1X
k=0

mw(�
k
j ; �

k
j ; �

k
i ) = NsmOR: (5.31)

2Note that for this type of N-orthogonal signals the parameter � grows with L, therefore for large
values of L (i.e., large values of M = NL for N �xed) the assumption in (e) and the assumption
~�k;l;j;i ' 0 both will need to be revised.
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When the pair of signals (j; i) both belong to one of the L subsets containing N

signals (i.e. b j�1
N
c = b i�1

N
c), we have that

�kj � �ki = �J � �I (5.32)

for k = 0; 1; 2; : : : ; Ns � 1. Hence, in the range of integration [��; �] we can write

Z �

��

h
w(& � �kj )� w(& � �ki )

i2
d& =

Z �

��
[w(& � �J)� w(& � �I)]

2
d&

(5.33)

therefore

�̂2MTSK(j;i)

4
= �̂2k;j;i

=
E2
w

Tf

Z �

��
[w(& � �J)� w(& � �I)]

2
d&

=
1

Tf

Z �

��
m2

w(&; �J; �I) d&

= �̂2w(�J ; �I): (5.34)

Hence

Ns�1X
k=0

�̂2k;j;i = Ns �̂
2
MTSK(j;i)

= Ns �̂
2
w(�J; �I); � = 2(Tw + �N + (L� 1)To): (5.35)

Similarly, it can be shown that

mMTSK(j;i)
4
= mw(�

k
j ; �

k
j ; �

k
i )

= mw(�J; �J ; �I): (5.36)
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Hence

Ns�1X
k=0

mw(�
k
j ; �

k
j ; �

k
i ) = Ns mMTSK(j;i)

= Ns mw(�J; � J; �I); (5.37)

� = 2(Tw + �N + (L� 1)To);

J = j � bj � 1

N
cN; 1 � j �M:

The value in (5.37) corresponds to mji in (3.56) with �ji = w(�J � � I). Putting the
two cases together, we can write

Ns�1X
k=0

�̂2k;j;i =

8<
: Ns�̂

2
OR; for b j�1

N
c 6= b i�1

N
c

Ns�̂
2
MTSK(j;i); for b j�1

N
c = b i�1

N
c (5.38)

and
Ns�1X
k=0

mw(�
k
j ; �

k
j ; �

k
i ) =

8<
: NsmOR; for b j�1

N
c 6= b i�1

N
c

NsmMTSK(j;i); for b j�1
N
c = b i�1

N
c : (5.39)

Hence, the expression for the symbol SNR is

SNRNO(j;i)
out (Nu) =

8>>><
>>>:
SNROR

out(Nu); for b j�1
N
c 6= b i�1

N
c

SNRMTSK(j;i)
out

(Nu); for b j�1
N
c = b i�1

N
c
; (5.40)

where SNROR

out(Nu) was calculated in (5.8) and

SNRMTSK(j;i)
out

(Nu)
4
=

2
64
"
(A(1))2Es(1� �ji)

No

#�1
+

2
64 Ts
Tw

Tw

Tf

�MTSK(j;i)PNu
�=2

�
A(�)

A(1)

�2
3
75
�1375

�1

;

(5.41)

where

�MTSK(j;i)
4
=

m2
MTSK(j;i)

�̂2
MTSK(j;i)
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=
m2

w(�J ; �J; �I)

�̂2w(�J ; �I)
; (5.42)

� = 2(Tw + �N + (L� 1)To); J = j � bj � 1

N
cN

was calculated by substituting (5.35) and (5.37) in (3.58). Note that (5.41) can be

rewritten as in (3.60) to give

SNRMTSK(j;i)
out

(Nu) =
(A(1))2Es(1 � �ji)

No + NMTSK(j;i)

(5.43)

where

NMTSK(j;i)
4
=

NuX
�=2

N
(�)

MTSK(j;i) (5.44)

and

N
(�)

MTSK(j;i)

4
= (A(�))2

Ew

Tf

Z 2(Tw+�N )

�2(Tw+�N )

[w(& � �J)� w(& � �I)]
2

[w(�J � �J)� w(�J � �I)]
d&

(5.45)

for � = 2; 3; : : : ; Nu.

The expression in (5.40) gives the symbol SNR values for use in the expression

for bit error probability in (4.35) for Nu greater than one.

5.4 Numerical results under ideal power control

In this section we make numerical calculations of the multiple-access performance,

degradation factor and capacity for the three types of signals just discussed. The
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pulse shape w(t) and the signal correlation w(� ) are the same used in the example

in section 4.4, and are reproduced here for convenience

w(t) =

"
1� 4�

�
t

tn

�2#
exp

 
�2�

�
t

tn

�2!
(5.46)

and

w(� ) =

"
1� 4�

�
�

tn

�2
+
4�2

3

�
�

tn

�4#
exp

 
��

�
�

tn

�2!
: (5.47)

Note that, given the pulse w(t), �OR depends on TOR, �EC depends on �2, and, for

N = 2, �MTSK(j;i) depends on �̂
opt
2 . In general, TOR, �2 and �̂

opt
2 can be chosen either

to maximize the corresponding � or to maximize the corresponding SNRout(1). The

�rst situation is desirable when the multiple-access interference dominates, while the

second situation is desirable when the AWGN dominates. In the present analysis

the values of �2 and �̂
opt
2 were chosen to maximize SNREC

out(1) and SNR
MTSK(j;i)
out (1),

respectively. The value of TOR > Tw does not a�ect directly the value of SNROR

out(1),

and was chosen to simplify the analysis in the presence of multiple-access interfer-

ence.

Table 5.1 shows the parameters necessary to calculate the three SNR values

SNRbOR

out
(Nu), SNRb

EC

out
(Nu) and SNRb

MTSK(1;2)
out

(Nu) for three di�erent pulse widths.

Using set 1 of the parameters in table 5.1, �gures 5.1 to 5.9 and 5.11 to 5.16 were

calculated.

Figures 5.1, 5.2 and 5.3 show the multiple-access performance of IR for the EC

PPM, OR PPM and NO PPM signal sets, respectively, using Rb = 9:6 Kbps for each

user. These curves represent the base 10 logarithm of the probability of bit error,

as a function of number of simultaneous users Nu for di�erent values of M (with

N = 2 for the NO PPM sets) under perfect power control conditions. The bit (Eb
No
)

was set to 11:40 dB. This resulted in a one-user bit SNR of SNRbEC

out
(1) = 10:48
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dB, SNRbOR

out
(1) = 11:40 dB, and SNRbMTSK(1;2)

out
(1) = 13:49 dB, corresponding to a

one-user bit error probability of UBPEC

b
(1) ' 4:04� 10�4, UBPOR

b
(1) ' 1:01� 10�4,

and UBPNO

b (1) ' 1:08� 10�6, respectively, with M = 2.

Figures 5.4, 5.5 and 5.6 show the multiple-access performance of IR for the

EC PPM, OR PPM and NO PPM signal sets, respectively. The curves show

performance for the pairs (Rb = 38:4 Kbps;M = 2), (Rb = 19:2 Kbps;M = 2),

(Rb = 9:6 Kbps;M = 2), (Rb = 19:2 Kbps;M = 4), and (Rb = 38:4 Kbps;M = 16).

Figures 5.7, 5.8 and 5.9 show the multiple-access performance of IR for the EC

PPM, OR PPM and NO PPM signal sets, respectively, using Rb = 1048 Kbps for

each user. The bit (Eb
No
) was set to 14:30 dB. This resulted in a one-user bit SNR

of SNRbEC

out(1) = 13:39 dB, SNRbOR

out(1) = 14:30 dB, and SNRbMTSK(1;2)
out (1) = 16:40

dB, corresponding to a one-user bit error probability of UBPEC

b (1) ' 1:9 � 10�6,

UBPOR

b (1) ' 1:0 � 10�7, and UBPNO

b (1) ' 2:5� 10�11, respectively, with M = 2.

Figure 5.10 show the multiple-access capacity of IR CIR(Nu) in bits per second

de�ned in section 3.5 for EC signals, corresponding to the sets 1; 2; 3 of parameters

in table 5.1.

Figures 5.11 and 5.12 show the number of users Nu(DF) as a function of the

degradation factor DF for the EC PPM and OR PPM signal sets, respectively, using

Rb = 9:6 Kbps per user. These curves represent Nu(DF) for di�erent values of

M under perfect power control conditions. For every value of M considered, the

one-user bit SNR SNRbEC

out
(1) and SNRbOR

out
(1) were set to get a one-user bit error

probability of UBPEC

b (1) ' 10�3 and UBPOR

b (1) ' 10�3, respectively.

Figure 5.13 shows Nu(DF) for the OR PPM signal set, using Rb = 9:6 Kbps per

user. The curves are calculated for the pairs (M = 8; Pe = 10�5), (M = 4; Pe =
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10�4), (M = 2; Pe = 10�3), (M = 2; Pe = 10�4) and (M = 2; Pe = 10�5) with

Pe = UBPOR

b
(1).

Figure 5.14 shows Nu(DF) for the EC PPM signal set, using Rb = 9:6 Kbps per

user. The curves are calculated using 2 � M � 1024 with UBPEC

b (1) ' 10�3. Also

shown is the value of Nu(DF) ! NIR for large values of both DF and M .

Figures 5.15 and 5.16 shows NU (DF) for the EC PPM and OR PPM signal sets,

respectively, using Rb = 1048 Kbps per user. These curves represent Nu(DF) for

di�erent values of M under perfect power control conditions. For every value of

M considered, the one-user bit SNR SNRbEC

out
(1) and SNRbOR

out
(1) were set to get

a one-user bit error probability of UBPEC

b (1) ' 1E � 7 and UBPOR

b (1) ' 1E � 7,

respectively.

5.5 Discussion of results

From �gures 5.1, 5.2 and 5.3, the bene�ts of using block waveform modulation are

evident. By using higher values of M other than 2, it is possible either to increase

the number of users for a �xed probability of error, or to improve the probability

of detection for a �xed number of users Nu, without increasing each user's signal

power. It can be seen that the bene�t in going from one value of M to the next

value actually decreases as M increases, a behavior similar to the performance of

block waveforms in AWGN. It is also clear that NO PPM ranks �rst, OR PPM ranks

second, and EC PPM ranks third in terms of multiple-access performance. This is

to be expected because NO PPM ranks �rst, OR PPM ranks second, and EC PPM

ranks third in terms of \good" correlation properties. This behavior is similar to

the performance of block waveforms in AWGN.
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set 1 of set 2 of set 3 of

parameters parameters parameters

tn = 0:2877 ns

Tw = 0:75 ns

�min = 0:1556 ns

tn = 0:4472 ns

Tw = 1:2 ns

�min = 0:2419 ns

tn = 0:7531 ns

Tw = 2:0 ns

�min = 0:4073 ns

�̂2
EC

= 0:000121

m2
EC = 0:0305

�EC = 253:42

�̂2
EC

= 0:000454

m2
EC = 0:0737

�EC = 162:28

�̂2
EC

= 0:002167

m2
EC = 0:2089

�EC = 96:37

�̂2OR = 0:000035
m2

OR = 0:0116
�OR = 337:04

�̂2OR = 0:000130
m2

OR = 0:0281
�OR = 216:83

�̂2OR = 0:000619
m2

OR = 0:0798
�OR = 128:87

�̂2
MTSK(1;2) = 0:000060

m2
MTSK(1;2) = 0:0305

�MTSK(1;2) = 504:54

�̂2
MTSK(1;2) = 0:000227

m2
MTSK(1;2) = 0:0737

�MTSK(1;2) = 324:57

�̂2
MTSK(1;2) = 0:001084

m2
MTSK(1;2) = 0:2089

�MTSK(1;2) = 192:72

CTOT = 3:3964 Gigabits CTOT = 2:3412 Gigabits CTOT = 1:3903 Gigabits

Table 5.1: Parameters calculated using �2 = �min, TOR = 2Tw, �̂
opt

1 = 0, �̂ opt2 = �min

and Tf = 100 ns.
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The values ofM used in �gures 5.1, 5.2 and 5.3 are consistent with the assumption

(2.28) in (e) and the assumption ~�k;l;j;i ' 0, which impose a limit on the size ofM for

both OR PPM and NO PPM signals. For the EC PPM signals there is no restriction

on how far M can go.3 These curves show that, under relatively ideal conditions,

IR modulation with block waveform PPM signals using moderated values of M is

potentially able to support thousands of users, each transmitting at a rate about ten

Kbps at bit error rates of 10�4.

From �gures 5.4, 5.5 and 5.6 we see another advantage in using M > 2. We

observe that for a �xed Nu, the multiple-access performance degrades as Rb is in-

creased for M = 2 �xed. Also, we observe that for �xed Nu, the multiple-access

performance can be maintained or even increased as Rb is increased when M > 2

is used. In both cases the SNRbout(Nu) is kept constant as Rb changes.

Figures 5.7, 5.8 and 5.9 repeats the calculation shown in �gures 5.1, 5.2 and 5.3,

but now using a high bit data rate and lower bit error probability. Theses curves

show that, under relatively ideal conditions, IR modulation with block waveform

PPM signals using moderate M is potentially able to support hundreds of users,

each transmitting at a rate over a Megabit per second, with error rates as low as

10�8.

In both low data rate (�gures 5.1, 5.2 and 5.3) and high data rate (�gures 5.7,

5.8 and 5.9) cases, the combined transmission rates give a transmission capacity of

over 500 Megabits per second using receivers of moderate complexity.

From �gure 5.10 it is clear that the multiple-access capacity per user of IR in

bps CIR(Nu) = 3:3964 Gigabits using set 1 is higher than CIR(Nu) = 2:3412 Gigabits

3Of course, there are other factors such as decoding delay, minimum symbol SNR for acquisition
and tracking, and increased sensitivity to mismatched system parameters, that will eventually limit
the maximum value of M to be used in practice.
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using set 2, which in turn is higher than CIR(Nu) = 1:3903 Gigabits using the set 3

of parameters in table 5.1. Similarly, from table 5.1 we see that the total multiple-

access capacity of IR in bps CTOT using set 1 is higher than CTOT using set 2, which

in turn is higher than CTOT using the set 3 of parameters. This is to be expected

since the set 1 corresponds to \more impulsive" signals, which means that the TH

PPM signals corresponding to di�erent users are less likely to su�er collisions among

them. Another point of view is that a narrower pulse implies more spreading gain

in the frequency domain.

Figures 5.11 and 5.12 show how by using higher values of M other than 2, it

is possible to increase the number of users Nu as a function of additional amount

of SNR required (i.e., degradation factor DF), for a �xed probability of bit error.

Figure 5.13 shows the same e�ect when the probability of error is decreased. Again,

it can be seen that the bene�t in going from one value ofM to the next value actually

decreases as M increases. This is more evident in �gure 5.14, where the number of

users Nu(DF) is shown to reach a maximumNIR no matter how large both DF and

M become.

Figures 5.15 and 5.16 repeat the calculation shown in �gures 5.11 and 5.12, but

now using a high data bit rate and lower bit error probability.

It can be observed that, for a �xed SNRbout(1) and Rb, the Nu(DF) curves have

a threshold e�ect, i.e, the number of users grows signi�cantly only in speci�c regions

de�ned by DF. This threshold e�ect is also observed when M is varied.

All these curves provides valuable guidelines to design a system in applications

that require low Rb and moderate bit error rate, as well as applications in which high

values of Rb and low values of bit error rate are required. In both applications, it is

convenient to choose system parameters values in those regions where the number of
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users grows rapidly as additional SNR is provided, as well as in those regions where

the multiple-access performance su�er gradual degradation as the number of users

is increased.
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Figure 5.1: The base 10 logarithm of the probability of bit error for EC PPM signals,
as a function of the number of simultaneous users Nu for di�erent values ofM , using
Rb = 9:6 Kbps, SNRbEC

out(1) = 10:48 dB and set 1 of parameters in table 5.1.
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Figure 5.2: The base 10 logarithm of the probability of bit error for OR PPM signals,
as a function of Nu for di�erent values of M , using Rb = 9:6 Kbps, SNRbOR

out(1) =

11:40 dB and set 1 of parameters in table 5.1.

76



M=2 

M=4 

M=8 

M=16

5 10 15 20 25 30 35 40 45

−16

−14

−12

−10

−8

−6

−4

−2

0

Number of users Nu  (thousands)

lo
g1

0 
 o

f  
P

ro
b(

S
N

R
ou

t(N
u)

)

NO PPM for Rb=9.6 Kbs and SNRbout(1)=13.49 dB

Figure 5.3: The base 10 logarithm of the probability of bit error for NO PPM

signals, as a function of Nu for di�erent values of M , using Rb = 9:6 Kbps,

SNRbMTSK(1;2)
out (1) = 13:49 dB, SNRbOR

out(1) = 11:40 dB and set 1 of parameters
in table 5.1.
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Figure 5.4: The base 10 logarithm of the probability of bit error for EC PPM signals,
as a function of Nu for di�erent pairs (Rb;M), using SNRbEC

out(1) = 10:48 dB and
set 1 of parameters in table 5.1.
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Figure 5.5: The base 10 logarithm of the probability of bit error for OR PPM signals,

as a function of Nu for di�erent pairs (Rb;M), using SNRbOR

out(1) = 11:40 dB and

set 1 of parameters in table 5.1.
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Figure 5.6: The base 10 logarithm of the probability of bit error for NO PPM signals,
as a function of Nu for di�erent pairs (Rb;M), using the value of SNRbMTSK(1;2)

out
(1) =

13:49 dB, SNRbOR

out(1) = 10:40 dB and set 1 of parameters in table 5.1.
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Figure 5.7: The base 10 logarithm of the probability of bit error for EC PPM signals,

as a function of the number of simultaneous users Nu for di�erent values ofM , using

Rb = 1048 Kbps, SNRbEC

out(1) = 13:39 dB and set 1 of parameters in table 5.1.
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Figure 5.8: The base 10 logarithm of the probability of bit error for OR PPM signals,
as a function of Nu for di�erent values of M , using Rb = 1048 Kbps, SNRbOR

out(1) =

14:30 dB and set 1 of parameters in table 5.1.

80



M=2 

M=4 

M=8 

M=16

50 100 150 200 250 300 350 400 450

−16

−14

−12

−10

−8

−6

−4

Number of users Nu

lo
g1

0 
 o

f  
P

ro
b(

S
N

R
ou

t(N
u)

)

NO PPM for Rb=1048 Kbs and SNRbout(1)=16.4 dB

Figure 5.9: The base 10 logarithm of the probability of bit error for NO PPM
signals, as a function of Nu for di�erent values of M , using Rb = 1048 Kbps,
SNRbMTSK(1;2)

out
(1) = 16:40 dB, SNRbOR

out
(1) = 14:30 dB and set 1 of parameters

in table 5.1.
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Nu, calculated using the sets 1; 2; 3 of parameters in table 5.1.
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Figure 5.11: The number of users Nu(DF) as a function of the degradation factor DF

for EC PPM signals, calculated for di�erent values ofM under perfect power control

conditions using Rb = 9:6 Kbps, Pe = UBPEC

b (1) ' 10�3 and set 1 of parameters in
table 5.1.

82



M=16

M=8 

M=4 

M=2 

5 10 15 20 25 30

10

20

30

40

50

60

70

80

90

100

Degradation  factor  DF (dB)

N
um

be
r  

of
  u

se
rs

  N
u 

(th
ou

sa
nd

s)

OR PPM  for  Rb=9.6 Kbs  and  Pe=10^(−3)

Figure 5.12: The number of users Nu(DF) for OR PPM signals, calculated for
di�erent values of M under perfect power control conditions using Rb = 9:6 Kbps,
Pe = UBPOR

b
(1) ' 10�3 and set 1 of parameters in table 5.1.
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Figure 5.13: The number of users Nu(DF) for OR PPM signals calculated for di�er-
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b (1). The curves were calculated using Rb = 9:6

Kbps and set 1 of parameters in table 5.1.
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Figure 5.14: The number of users Nu(DF) for EC PPM signals, calculated using
2 �M � 1024 with Pe = UBPEC

b (1) ' 10�3. Also shown is the value of Nu(DF) !
NIR for large values of both DF and M . The curves were calculated using Rb = 9:6
Kbps and set 1 of parameters in table 5.1.
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Figure 5.15: The number of users Nu(DF) for EC PPM signals, calculated for dif-
ferent values of M under perfect power control conditions using Rb = 1048 Kbps,

UBPEC

b (1) ' 10�7 and set 1 of parameters in table 5.1.
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Figure 5.16: The number of users Nu(DF) for OR PPM signals, calculated for

di�erent values of M under perfect power control conditions using Rb = 1048 Kbps,

UBPOR

b (1) ' 10�7 and set 1 of parameters in table 5.1.
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Chapter 6

Performance of IR in the presence of dense

multipath

In this chapter we make an assessment of the performance of non-binary IR mod-

ulation in an indoor multipath environment with detection using a Rake receiver.

For a particular set of M = 4 signals and symbol error probability of 10�3, the

performance in the presence of multipath using a mismatched Rake receiver with

K = 10 �ngers is shown to be, on average, just 3 dB worse than performance in the

absence of multipath using a correlation receiver.

6.1 Channel and signal models

6.1.1 Channel models

In this analysis we consider two types of channels. (1) IR-AWGN: Wireless IR chan-

nel with free space propagation conditions and AWGN. This model was described

in section 2.1. (2) IR-MP: Wireless indoor IR multipath channel. In this model the

transmitted signal is
p
Eswtx(t) and the received signal is

p
Ea ~w(u; t) + n(t). The

pulse
p
Ea ~w(u; t) is a time spreaded version of

p
Esw(t), with duration Tm >> Tw
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and average energy Ea. The u indexes an event taking place in the sample space of a

certain random experiment. The random experiment is a measurement experiment

performed in an o�ce building where ~w(u; t)ju=uo=(Ro;Io;Jo) denotes the IR-MP chan-

nel pulse response measured in the absence of noise at position (Io; Jo) inside room

Ro. For performance analysis purpose, it will be assumed that the IR-MP channel

can be characterized by the ensemble of pulses responses

f ~w(uo; t)g ; uo = 1; 2; : : : ; u�: (6.1)

6.1.2 Signal models

In the present analysis we assume one user and perfect synchronization. Under these

circumstances, the spread spectrum time-hopping sequence modulation has no e�ect

on the correlation properties of the communication signals, and will be omitted in

the expressions de�ning the signals and their correlation values. Analysis is further

simpli�ed by noting that the set of communication signals, each one consisting of a

train of Ns time-shifted subnanosecond pulses of the form

Ns�1X
k=0

q
Esw(t� �j � kTf ); j = 1; 2; : : : ;M; (6.2)

and the set of time-shift-keyed (TSK) communication signals

q
Esw(t� �j); j = 1; 2; : : : ;M; (6.3)

both have the same set of normalized correlation matrix �TSK for

�1 = 0; �1 < �2 � Tw; : : : ; �M�1 < �M � (M � 1)Tw < Tf (6.4)
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where Tf is the frame period of the pulse train in (6.2). The energy in a signal

in (6.2) is Ns times the energy in a signal in (6.3). We will assume that the same

statement is true for communication signals used in the IR-MP channel, i.e., the set

of communication signals

Ns�1X
k=0

q
Ea ~w(u; t� �j � kTf ); j = 1; 2; : : : ;M; (6.5)

and the set of communication signals

q
Ea ~w(u; t� �j); j = 1; 2; : : : ;M; (6.6)

both have the same set of normalized correlation matrix ~�
TSK

(u) for the time shifts

in (6.4) and �M + Tm < Tf . The average energy in a signal in (6.5) is Ns times the

average energy in a signal in (6.6).

6.2 Receiver signal processing and performance

in a multipath channel

6.2.1 Receiver signal processing

In the IR-AWGN model, the impulse response of the channel is (slowly) time-

invariant and deterministic. When the communication signal
p
Eswtx(t � �j) is

transmitted, the received signal consists of the signal
p
Esw(t � �j) plus AWGN.

Therefore, the detection problem becomes the coherent detection of M signals in

the presence of Gaussian noise, and the optimum receiver is the correlation receiver

(CRcvr), i.e, a bank of �lters matched to theM signals used to convey information.

In the IR-MP model, the impulse response of the channel is time-variant and

random. When the signal
p
Eswtx(t� �j) is transmitted, the received signal consists
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of the communication signal
p
Ea ~w(u; t � �j) (modi�ed by the channel in some

random form) plus AWGN. In order to be able to derive the optimum receiver, a

precise statistical characterization of the channel is required. Mathematical models

of real-world channels are usually derived making not quite realistic assumptions in

order to make the model analytically tractable. In this sense, the optimum receiver

derived using those channel models is not optimum for the real-world channel. This is

specially true for UWB signal propagation, where the UWB signals su�er frequency

distortions as they propagate through walls and other obstacles. A di�erent approach

that bypasses this modeling problem and permits performance characterization of a

realizable receiver is explained here.

Conditioned on the random event u = uo, the impulse response of the channel

is time-invariant and deterministic. In this case the received signal consists of the

communication signal
p
Ea ~w(uo; t� �j) plus AWGN (of course, for di�erent uo, the

sets of received signals are di�erent). For every u = uo, the theory of the CRcvr can

be applied, i.e, the optimum receiver is a bank of �lters matched to the M signals
p
Ea ~w(uo; t � �j), j = 1; 2; : : : ;M . The problem is that this receiver must be able

to match the random variations in the received signal for every u = uo. With this

motivation, we introduce the perfect Rake (PRake) receiver, a super Rake receiver

that has an unlimited number of correlation resources and is able to construct a

reference signal
p
Ea ~w(uo;�(t� �j)) that is perfectly matched to the signal received

p
Ea ~w(uo; t��j) over the multipath channel. For every u = uo, performance analysis

using the PRake receiver can be calculated, and the average performance can be

obtained by averaging over all values of u.

The PRake receiver provides the best performance attainable. But the PRake

receiver is di�cult (if not impossible) to build. We only can build a simpler sub-

optimum but viable receiver to demodulate the signals. With this motivation, we
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introduce the mismatched Rake (MRake) receiver, a receiver analogous to the con-

ventional Rake receiver [5] that has a limited number K of correlators or �ngers and

is able to construct a reference signal

q
E

(K)
a ~w(K)(uo;�(t � �j)) that is only a mis-

matched version of the signal
p
Ea ~w(uo; t� �j) received over the multipath channel.

The part of the received signal that is not matched in the MRake receiver, denotedq
E

(K)
a ~w(K)

c (uo; t� �j), will act as some form of interference that must be taken into

account, especially for small values of K. Again, for every u = uo, the theory of the

CRcvr can be applied, and performance analysis using the MRake receiver can be

calculated. The average performance can be obtained by averaging over all values

of u.

To make this idea work, we need a good representation for all possible received

signals
p
Ea ~w(uo; t� �j). One way to get a very accurate representation is to use a

pool of noise-free measured signal responses of the channel under study (Of course,

these signals must be the actual signals used for communications over the multipath

channel). As the size of this pool gets larger and larger, the performance curves

will be more representative of the performance attainable in that particular channel.

These ideas are explained more in detail in the following sections.

6.2.2 Receiver reference signals

Assume
p
Eswtx(t� �j) is transmitted over the IR channel in the absence of noise.

The signals received in the IR-AWGN and IR-MP channels are
p
Esw(t � �j) and
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p
Ea ~w(u; t � �j), respectively. The reference signals used by the receiver in the

demodulation process are

p
Esw(�(t� �j)) (IR-AWGN CRcvr) ;

p
Ea ~w(u;�(t� �j)) (IR-MP PRake) ;

q
E

(K)
a ~w(K)(u;�(t� �j)) (IR-MP MRake) ;

(6.7)

where

q
E

(K)
a ~w(K)(u; t� �j) is the \K-paths mismatched version" of

p
Ea ~w(u; t� �j)

given by

q
E

(K)
a ~w(K)(u; t� �j)

4
=

KX
k=1

ak(u) w(t� �k(u)): (6.8)

The values of fak(u)g and f�k(u)g are calculated �nding theK strongest peaks in the

envelope of the �ltered signal ~w(u; t) �w(�t)=pEw, where � denotes the convolution
operation. The signal

q
E

(K)
a ~w(K)

c (u; t� �j)
4
=
q
Ea ~w(u; t� �j)�

q
E

(K)
a ~w(K)(u; t� �j); (6.9)

is the \complement" of

q
E

(K)

a ~w(K)(u; t� �j), i.e., the part of
p
Ea ~w(u; t� �j) that

is not matched by the MRake receiver. In the following lines we will describe the

correlation properties of these reference signals.

6.2.2.1 The CRcvr reference signals

The correlation function of
p
Esw(t) is

R(� )
4
=

Z 1

�1

q
Esw(t)

q
Esw(t� � ) dt: (6.10)
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The normalized signal correlation function is de�ned by

w(� )
4
=
R(� )

R(0)
: (6.11)

The energy of the signal
p
Esw(t) is

Ew = R(0) = Es: (6.12)

The normalized correlation value between
p
Esw(t � �i) and

p
Esw(t� �j) is given

by

�ij
4
= w(�i � �j): (6.13)

The correlation matrix containing the �ij values is denoted �TSK.

6.2.2.2 The PRake reference signals

The correlation function of
p
Ea ~w(u; t) is

RMP(u; � )
4
=

Z 1

�1

q
Ea ~w(u; t)

q
Ea ~w(u; t� � ) dt

4
= Ea rMP(u; � ): (6.14)

The normalized signal correlation function is de�ned by

MP(u; � )
4
=
RMP(u; � )

RMP(u; 0)
: (6.15)

The energy of the signal
p
Ea ~w(u; t) is

E ~w(u) = RMP(u; 0) = Ea rMP(u; 0); (6.16)

where rMP(u; 0) is the \IR-MP channel multipath gain".
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The normalized correlation value between
p
Ea ~w(u; t� �i) and

p
Ea ~w(u; t� �j)

is given by

~�ij(u)
4
= MP(u; �i � �j): (6.17)

The correlation matrix containing the ~�ij(u) values is denoted ~�
TSK

(u).

6.2.2.3 The MRake reference signals

The correlation function of

q
E

(K)
a ~w(K)(u; t) is

R(K)

MP (u; � )
4
=

Z 1

�1

q
E

(K)

a ~w(K)(u; t)

q
E

(K)

a ~w(K)(u; t� � ) dt

4
= E(K)

a r(K)

MP (u; � ): (6.18)

The normalized signal correlation function is de�ned by

(K)

MP
(u; � )

4
=
R
(K)

MP (u; � )

R
(K)

MP (u; 0)
: (6.19)

The energy of the signal

q
E

(K)
a ~w(K)(u; t) is

E
(K)

~w (u) = R(K)

MP (u; 0) = E(K)

a r(K)

MP (u; 0); (6.20)

where r
(K)

MP (u; 0) is the \K-mismatched IR-MP channel multipath gain".

The normalized correlation value between

q
E

(K)
a ~w(K)(u; t��i) and

q
E

(K)
a ~w(K)(u; t�

�j) is given by

~�
(K)

ij (u)
4
= (K)

MP (u; �i � �j): (6.21)

The correlation matrix containing the ~�
(K)

ij (u) values is denoted ~�
(K)

TSK(u). The signal

cross correlation function between

q
E

(K)
a ~w(K)(u; t) and

q
E

(K)
a ~w(K)

c (u; t) is de�ned by

C(K)

MP (u; � )
4
=

Z 1

�1

q
E

(K)
a ~w(K)

c (u; t)

q
E

(K)
a ~w(K)(u; t� � ) dt
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4
= E(K)

a c(K)

MP
(u; � ): (6.22)

6.2.3 Receiver Performance

The union bound on the symbol error probability in coherent detection using a

CRcvr is given by

UBPe =
1

M

PM

i=1

PM

j=1
i6=j

Q

0
@
vuutm2

y(ijj)
�2y(i; j)

1
A (6.23)

where

�
m2
y(ijj)

�2y(i;j)

�
is the SNR value involved in the decision between the pair of signals

(i; j), and

my(ijj) = Es [1� �ij ] (6.24)

and

�2y(i; j) = NoEs [1� �ij ] (6.25)

are the mean and variance of the Gaussian decision variables yijj, respectively. Hence,

 
m2

y(ijj)
�2y(i; j)

!
=
Es

No

[1 � �ij ]: (6.26)

Hence, UBPe is a function of the received signal-to-noise-ratio (SNR) (Es
No

) and the

correlation properties �TSK of the communication signal set [52]. Conditioned on

u = uo, this result is also valid for the PRake and MRake receivers. For the PRake

receiver, the union bound is given by

UBPe(uo) =
1

M

PM

i=1

PM

j=1
i6=j

Q

0
@
vuutm2

~y(ijj)
�2~y(i; j)

1
A (6.27)
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where

�
m2
~y
(ijj)

�2
~y
(i;j)

�
is the SNR value involved in the decision between the pair of signals

(i; j), and

m~y(ijj) = EsrMP (uo; 0) [1 � ~�ij(uo)] (6.28)

and

�2~y(i; j) = NoEsrMP (uo; 0) [1 � ~�ij(uo)] (6.29)

are the mean and variance of the (conditioned) Gaussian decision variables ~yijj,

respectively. Hence,

 
m2

~y(ijj)
�2~y(i; j)

!
=
EarMP

(uo; 0)

No

[1 � ~�ij(uo)] (6.30)

Similarly, for the MRake receiver the union bound is given by

UBP(K)

e (uo) =
1

M

PM

j=1

PM

i=1
i6=j

Q

0
B@
vuuut(m

(K)

ŷ (ijj))2
(�

(K)

tot (i; j))2

1
CA (6.31)

where

 
(m

(K)

ŷ
(ijj))2

(�
(K)
tot (i;j))2

!
is the SNR value involved in the decision between the pair of

signals (i; j), and m
(K)

ŷ (ijj) and (�
(K)

tot (i; j))
2 are the mean and variance of the (con-

ditioned) Gaussian decision variables ŷijj, respectively, and are given by

m
(K)

ŷ (ijj) = E(K)

a r
(K)

MP (uo; 0)
h
1� ~�

(K)

ij (uo)
i

(6.32)

and

(�
(K)

tot (i; j))
2 = (�

(K)

ŷ (i; j))2 + (�(K)

c (i; j))2; (6.33)
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where

(�
(K)

ŷ (i; j))2 = NoE
(K)

a r
(K)

MP (uo; 0)
h
1� ~�

(K)

ij (uo)
i

(6.34)

is the term that accounts for the presence of the AWGN, and

(�(K)

c (i; j))2 = (E(K)

a )2
h
c
(K)

MP (uo; 0)� c
(K)

MP (uo; �j � �i)
i2

(6.35)

is the term that accounts for the presence of the signal-dependent self-noise in (6.9)

that is not matched by the MRake.1 Hence,

0
@(m(K)

ŷ (ijj))2
(�

(K)

tot (i; j))2

1
A =

(m
(K)

ŷ (ijj))2
(�

(K)

ŷ (i; j))2 + (�
(K)
c (i; j))2

=

2
64
0
@(m(K)

ŷ (ijj))2
(�

(K)

ŷ (i; j))2

1
A
�1

+

0
@(m(K)

ŷ (ijj))2
(�

(K)
c (i; j))2

1
A
�1
3
75
�1

: (6.36)

The expressions in (6.27) and (6.31) are conditioned on the event u = uo. The

average probability of error can be obtained by taking the expected value Ef�g with
respect to u to get

UBPe = EufUBPe(u)g (6.37)

and

UBP
(K)

e = EufUBP(K)

e (u)g: (6.38)

Note that UBPe is a function of

�
Ea

No

�
(i; j)

4
= Eu

(
m2

~y(ijj)
�2~y(i; j)

)
(6.39)

1In this analysis the self-noise is considered to be zero-mean Gaussian with power equal to its
variance.
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and that UBP
(K)

e is a function of

 
E(K)

a

No +Nji

!
(i; j)

4
= Eu

8<
:
(m

(K)

ŷ (ijj))2
(�

(K)

tot (i; j))
2

9=
; (6.40)

for i 6= j, i; j = 1; 2; : : : ;M . The expressions in (6.39) and (6.40) are the average

received symbol SNR for the PRake and MRake receivers, respectively.

The expected values in (6.37) and (6.38) can be approximated by the sample

mean values

UBPe � 1

u�

u�X
uo=1

UBPe (uo) (6.41)

and

UBP
(K)

e � 1

u�

u�X
uo=1

UBP(K)

e
(uo) (6.42)

calculated over the ensemble in (6.1).

6.2.4 Communications signal sets

Figure 6.1 shows the four MTSK signal sets under study. Each signal set has the

form in (6.3) with M = 4 signals de�ned by the time shift values

(a) (�1 = �̂ opt1 = 0; �2 = �̂ opt2 ; �3 = �̂ opt3 ; �4 = �̂ opt4 ):

(b) (�1 = 0; �2 = �min; �3 = Tw + �min; �4 = Tw + 2�min);

(c) (�1 = 0; �2 = 0:55�min; �3 = Tw + 0:55�min; �4 = Tw + 1:10�min);

(d) (�1 = 0; �2 = Tw; �3 = 2Tw; �4 = 3Tw)

(6.43)

The correlation matrices corresponding to these signal sets, calculated using the
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Figure 6.1: The four sets of quaternary PPM data signals under study. (a) Optimum.
(b) Quasi-biorthogonal. (c) Quasi-orthogonal. (d) Orthogonal.

pulse w(t) described in the next section, are given in the equations below.

�(a)

TSK =

0
BBBBBB@

+1:00 �0:04 �0:57 �0:02
�0:04 +1:00 �0:04 �0:57
�0:57 �0:04 +1:00 �0:04
�0:02 �0:57 �0:04 +1:00

1
CCCCCCA

(6.44)

�(b)

TSK =

0
BBBBBB@

+1:00 �0:61 0:00 0:00

�0:61 +1:00 0:00 0:00

0:00 0:00 +1:00 �0:61
0:00 0:00 �0:61 +1:00

1
CCCCCCA

(6.45)

�(c)

TSK =

0
BBBBBB@

+1:00 �0:04 0:00 0:00

�0:04 +1:00 0:00 0:00

0:00 0:00 +1:00 �0:04
0:00 0:00 �0:04 +1:00

1
CCCCCCA

(6.46)
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�(d)

TSK
=

0
BBBBBB@

+1:00 0:00 0:00 0:00

0:00 +1:00 0:00 0:00

0:00 0:00 +1:00 0:00

0:00 0:00 0:00 +1:00

1
CCCCCCA

(6.47)

Signal set (b) corresponds to an N-Orthogonal signal set with N = 2, L = 2, �1 = 0,

�2 = �min and To = �min + Tw. The signal set (c) corresponds to an orthogonal

signal set with M = 4 that takes advantage of the �rst zero crossing in the signal

correlation function. The signal set (d) corresponds to an orthogonal signal set with

M = 4 and TOR = Tw. The signal set (a) corresponds to an N-Orthogonal signal set

with N = 4, L = 1, �1 = �̂
opt
1 , �2 = �̂

opt
2 , �3 = �̂

opt
3 and �4 = �̂

opt
4 , with the time shift

values calculated by solving the optimization problem in (4.29).2

6.3 Numerical results

The pulse shape w(t) and the signal correlation w(� ) are the same used in the

example in section 4.4, and are reproduced here for convenience

w(t) =

"
1� 4�

�
t

tn

�2#
exp

 
�2�

�
t

tn

�2!
; (6.48)

and

w(� ) =

"
1 � 4�

�
�

tn

�2
+
4�2

3

�
�

tn

�4#
exp

 
��

�
�

tn

�2!
: (6.49)

The value tn = 0:7531 ns was used to �t the model w(t) to the measured waveform

wT(t). The UWB pulse wT(t) is a unit-energy template with duration Tw = 1:5 ns

that was taken from a multipath-free and noise-free measurement in a particular

IR link. The signal correlation function of wT(t) is denoted wT(� ). The signal

2The signal set (a) is optimum in the sense that it minimizes the union bound of probability of
error at high SNR values.
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correlation function w(� ) has a minimum min = �0:6183 at the time shift value

�min = 0:408 ns.

The symbol error probabilities in (6.41) and (6.42) where calculated using the

ensemble in (6.1) with u� = 352. The 352 pulse responses ~w(uo; t) were taken from

signal propagation data recorded in an UWB propagation measurements experiment

[13]. In this experiment, multipath pro�les were measured in di�erent rooms and

hallways. In each room, Tm = 300 nanosecond-long windows of multipath measure-

ments were recorded at 49 di�erent locations arranged spatially in a 7x7 square grid

with 6 inch spacing, with the transmitter, the receiver and the environment kept sta-

tionary. The 352 normalized correlation functions MP(uo; � ) were calculated from

measured signals received in eight di�erent rooms. Due to the multipath e�ects, the

signal correlations at each point are di�erent from each other. They are the sample

functions of MP(uo; � ) as described before. Figure 6.2 show the signal correlation

functions involved in this example. The distortion in MP(uo; � ) caused by multipath

is evident.

Figures 6.3 compares UBPe and UBPe for all the signal sets. Figures 6.4, 6.5,

6.6, 6.7, show UBPe, UBPe and UBP
(K)

e for the sets of signals (a), (b), (c) and (d),

respectively.

6.4 Discussion of results

The use of time-shift-keyed signals with M = 4 allows to double the data transmis-

sion rate without increasing the transmission bandwidth. With respect to perfor-

mance, from �gures 6.4, 6.5, 6.6 and 6.7 we can see that, in the IR-AWGN channel,

signal set (a) has the best performance, but in the IR-MP channel, signal (b) has the

best performance. This is attributed to the fact that signal design (b) is designed
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Figure 6.2: Signal correlation functions : (a) wT(� ), (b) w(� ), (c) MP(uo; � ) for a

few di�erent values of uo, and (d) The average of MP(uo; � ) taken over the realiza-

tions in (c).
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using signal set (a).
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e for K = 2; 5; 10, calculated

using signal set (c).
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e for K = 2; 5; 10, calculated
using signal set (d).

using the values �min and is less susceptible to variations in the signal correlation

function [19].

From �gure 6.5 we can see that a mismatched Rake receiver with K = 2 has

performance close to the 1/SNR curve. This degradation is attributed to the pres-

ence of both multipath and a considerable self-noise component. Also from �gure

6.5 we see that, for a symbol error probability of 10�3, performance in multipath

using a mismatched Rake with K = 10 is about 2 dB worse than performance in

multipath using a perfect Rake, and this performance is in turn about 1 dB worse

than performance in AWGN using a correlation receiver.

This analysis shows that for a symbol error probability of 10�3, the performance

of impulse radio modulation in the presence of dense multipath is, on average, 3

dB worse than performance in the absence of multipath. It is also shown that
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this performance is potentially achievable by using a mismatched Rake receiver of

moderate complexity and M = 4 communication signals.
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Chapter 7

CONCLUSIONS AND FUTURE RESEARCH

This chapter provides conclusions and comments about this research work, and a

few guidelines for future research.

7.1 Conclusions

This work has contributed to understand the capabilities of IR using block-waveform

PPM signals. The numerical examples given in chapter 5 for a free space propagation

channel show that for applications requiring high data rate (1024 Kbps) combined

with low probability of bit error (10�8), IR modulation is potentially able to support

hundreds of users. Similarly , for applications requiring low data rate (9:6 Kbps) and

moderate probability of error (10�4), IR is potentially able to support thousands of

users. In either case, the combined transmission rates give a transmission capacity

of over 500 Megabits per second using receivers of moderate complexity.

The real payo� of IR will be in wireless transmission in multipath channels. The

numerical examples in chapter 6 show that for a one-user case and symbol error

probability of 10�3, the performance in the presence of multipath using non-binary

TSK modulation with M = 4 signals and a mismatched Rake receiver with K = 10
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�ngers is, on average, just 3 dB worse than performance in the absence of multipath

using a correlation receiver.

These results support the conclusion that IR will have good multiple-access per-

formance even in dense multipath channels. Hence, IR modulation, together with

technological advances in communication circuits and systems, will allow us to build

relatively simple and low-cost, low-power transceivers that can be used for short

range, high speed reliable multiple-access communications over multipath wireless

channels.

7.2 Future research

Although a prototype has been built that is able to operate at about 150 Kbps in

a single user link, there are a few basic problems that need to be solved before the

potential of IR can be really exploited. One of them is to develop a circuit that can

provide fast acquisition and tracking of the TH sequence. Another is to be able to

include in a small set of chips a moderate number of correlators.

In relation with this research work, it would be worthwhile to study the following

issues. In this analysis we assumed a continuous random TH sequence. What would

be the impact of using a discrete pseudorandom TH sequence? The sensitivity to

mismatched system parameters de�nitely grows with the number of signalsM . How

can this sensitivity be quanti�ed? In this analysis we assume that the mismatched

Rake receiver always perfectly locks to the K strongest paths in quasi static con-

ditions. What is the e�ect of loosing track of some of theses paths as the receiver

moves?
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